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Notation

\[ \mathbb{N} = \{1, 2, \ldots \} \quad \text{the set of natural numbers.} \]
\[ \mathbb{Z} = \{0, \pm 1, \pm 2, \ldots \} \quad \text{the set of integers.} \]
\[ \mathbb{Z}^+ = \{0, 1, 2, \ldots \} \quad \text{the set of non-negative integers.} \]
\[ \mathbb{Q} \quad \text{the set of rational numbers.} \]
\[ \mathbb{R} \quad \text{the set of real numbers.} \]
\[ \mathbb{R}^+ \quad \text{the set of non-negative real numbers.} \]
\[ \mathbb{Z}[x_1, \ldots, x_n] \quad \text{the set of polynomials in } n \text{ variables over } \mathbb{Z}. \]
\[ \lfloor x \rfloor \quad \text{the greatest integer less than or equal to } x. \]
\[ \log n \quad \text{the base two logarithm of } n. \]
\[ \ln x \quad \text{the natural logarithm of } x. \]
\[ \{0, 1\}^k \quad \text{the set of zero–one strings of length } k. \]
\[ \{0, 1\}^* \quad \text{the set of all zero–one strings of finite length.} \]
\[ \binom{n}{k} = \frac{n!}{(n-k)!k!} \quad \text{the binomial coefficient ‘}n\text{ choose }k\text{’.} \]
\[ g = O(f) \quad g \text{ is of order } f. \]
\[ g = \Omega(f) \quad f \text{ is of order } g \text{ and } g \text{ is of order } f. \]
\[ \Theta(f) \quad f \text{ is of order } g. \]
\[ \Pr[E] \quad \text{the probability of the event } E. \]
\[ \mathbb{E}[X] \quad \text{the expectation of the random variable } X. \]
\[ \Sigma \quad \text{an alphabet containing the blank symbol } *. \]
\[ \Sigma_0 \quad \text{an alphabet not containing the blank symbol } *. \]
\[ \Sigma^* \quad \text{the set of finite strings from the alphabet } \Sigma. \]
\[ \Sigma^n \quad \text{the set of strings of length } n \text{ from } \Sigma. \]
\[ |x| \quad \text{the length of a string } x \in \Sigma_0^*. \]
\[ |A| \quad \text{the size of a set } A. \]
\[ \gcd(a, b) \quad \text{the greatest common divisor of } a \text{ and } b. \]
\[ \mathbb{Z}_n = \{0, 1, \ldots, n-1\} \quad \text{the residues mod } n. \]
\[ \mathbb{Z}_n^+ = \{1, \ldots, n-1\} \quad \text{the non-zero residues mod } n. \]
$\mathbb{Z}_n^* = \{a \in \mathbb{Z}_n \mid \gcd(a, n) = 1\}$ the units mod $n$.

\(\lor\) Boolean disjunction (OR).

\(\land\) Boolean conjunction (AND).

\(\neg\) Boolean negation (NOT).

\(a \leftarrow b\) \(a\) is set equal to \(b\).

\(x \in_R A\) \(x\) is chosen uniformly at random from the set \(A\).

\(a_1, \ldots, a_k \in_R A\) \(a_1, \ldots, a_k\) are chosen independently and uniformly at random from \(A\).

\(A \leq_m B\) \(A\) is polynomially reducible to \(B\).

\(f \leq_T g\) \(f\) is Turing reducible to \(g\).
The Oxford English Dictionary gives the following definition of cryptography.

‘A secret manner of writing, either by arbitrary characters, by using letters or characters in other than their ordinary sense, or by other methods intelligible only to those possessing the key; also anything written in this way. Generally, the art of writing or solving ciphers.’

Cryptography is an ancient art, and until relatively recently the above definition would have been quite adequate. However, in the last thirty years it has expanded to encompass much more than secret messages or ciphers.

For example cryptographic protocols for securely proving your identity online (perhaps to your bank’s website) or signing binding digital contracts are now at least as important as ciphers.

As the scope of cryptography has broadened in recent years attempts have been made to lay more rigorous mathematical foundations for the subject. While cryptography has historically been seen as an art rather than a science this has always really depended on which side of the ‘cryptographic fence’ you belong. We distinguish between cryptographers, whose job it is to design cryptographic systems, and cryptanalysts, whose job it is to try to break them. Cryptanalysts have been using mathematics to break ciphers for more than a thousand years. Indeed Mary Queen of Scots fell victim to a mathematical cryptanalyst using statistical frequency analysis in 1586!

The development of computers from Babbage’s early designs for his ‘Difference Engines’ to Turing’s involvement in breaking the Enigma code owes much to cryptanalysts desire to automate their mathematically based methods for breaking ciphers. This continues with the National Security Agency (NSA) being one of the largest single users of computing power in the world.

One could argue that cryptographers have been less scientific when designing cryptosystems. They have often relied on intuition to guide their choice of cipher. A common mistake that is repeated throughout the history of
cryptography is that a ‘complicated’ cryptosystem must be secure. As we will see those cryptosystems which are currently believed to be most secure are really quite simple to describe.

The massive increase in the public use of cryptography, driven partly by the advent of the Internet, has led to a large amount of work attempting to put cryptography on a firm scientific footing. In many ways this has been extremely successful: for example it is now possible to agree (up to a point) on what it means to say that a cryptographic protocol is secure. However, we must caution against complacency: the inability to prove that certain computational problems are indeed ‘difficult’ means that almost every aspect of modern cryptography relies on extremely plausible, but nevertheless unproven, security assumptions. In this respect modern cryptography shares some unfortunate similarities with the cryptography of earlier times!

### 1.1 Cryptographic models

When discussing cryptographic protocols we necessarily consider abstract, idealised situations which hopefully capture the essential characteristics of the real-world situations we are attempting to model. In order to describe the various scenarios arising in modern cryptography it is useful to introduce a collection of now infamous characters with specific roles.

**The players**

*Alice* and *Bob* are the principal characters. Usually Alice wants to send a secret message to Bob. Bob may also want her to digitally sign the message so that she cannot deny sending it at a later date and he can be sure that the message is authentic. Generally Alice and Bob are the good guys, but even this cannot always be taken for granted. Sometimes they do not simply send messages. For example they might try to toss a coin down the telephone line!

*Eve* is the arch-villain of the piece, a passive eavesdropper who can listen in to all communications between Alice and Bob. She will happily read any message that is not securely encrypted. Although she is unable to modify messages in transit she may be able to convince Alice and Bob to exchange messages of her own choosing.

*Fred* is a forger who will attempt to forge Alice’s signature on messages to Bob.

*Mallory* is an active malicious attacker. He can (and will) do anything that Eve is capable of. Even more worryingly for Alice and Bob he can also modify
or even replace messages in transit. He is also sometimes known as the ‘man in the middle’.

Peggy and Victor are the key players in identification schemes. In general Peggy (the prover) must convince Victor (the verifier) of her identity. While Victor must be careful that Peggy really is who she claims to be, Peggy must also make sure that she does not provide Victor with information that will allow him to impersonate her at a later stage.

Trent is a trusted central authority who plays different roles in different situations. One important responsibility he has is to act as a digital ‘passport agency’, issuing certificates to Alice and Bob which allow them to identify themselves convincingly to each other, hopefully enabling them to thwart Mallory.

Conveniently all of our characters have names starting with distinct letters of the alphabet so we will sometimes refer to them by these abbreviations.

1.2 A basic scenario: cryptosystems

The first situation we consider is the most obvious: Alice and Bob wish to communicate secretly. We assume that it is Alice who sends a message to Bob.

The fundamental cryptographic protocol they use is a cryptosystem or cipher. Formally Alice has a message or plaintext $M$ which she encrypts using an encryption function $e(\cdot)$. This produces a cryptogram or ciphertext

$$C = e(M).$$

She sends this to Bob who decrypts it using a a decryption function $d(\cdot)$ to recover the message

$$d(C) = d(e(M)) = M.$$ 

The above description explains how Alice and Bob wish to communicate but does not consider the possible attackers or adversaries they may face. We first need to consider what an adversary (say Eve the eavesdropper) is hoping to achieve.

Eve’s primary goal is to read as many of Alice’s messages as possible.
We assume that Eve knows the form of the cryptosystem Alice and Bob are using, that is she knows the functions $d(\cdot)$ and $e(\cdot)$. Since she is eavesdropping we can also assume that she observes the ciphertext $C$.

At this point Alice and Bob should be worried. We seem to be assuming that Eve knows everything that Bob knows. In which case she can simply decrypt the ciphertext and recover the message!

This reasoning implies that for a cryptosystem to be secure against Eve there must be a secret which is known to Bob but not to Eve. Such a secret is called a key.

But what about Alice, does she need to know Bob’s secret key? Until the late twentieth century most cryptographers would have assumed that Alice must also know Bob’s secret key. Cryptosystems for which this is true are said to be symmetric.

The realisation that cryptosystems need not be symmetric was the single most important breakthrough in modern cryptography. Cryptosystems in which Alice does not know Bob’s secret key are known as public key cryptosystems.

Given our assumption that Eve knows the encryption and decryption functions but does not know Bob’s secret key what type of attack might she mount?

The first possibility is that the only other information Eve has is the ciphertext itself. An attack based on this information is called a ciphertext only attack (since Eve knows $C$ but not $M$). (See Figure 1.4.)

To assume that this is all that Eve knows would be extremely foolish. History tells us that many cryptosystems have been broken by cryptanalysts who either had access to the plaintext of several messages or were able to make inspired guesses as to what the plaintext might be.
A more realistic attack is a known plaintext attack. In this case Eve also knows the message $M$ that is encrypted. (See Figure 1.5.)

An even more dangerous attack is when Eve manages to choose the message that Alice encrypts. This is known as a chosen plaintext attack and is the strongest attack that Eve can perform. (See Figure 1.6.)

On the face of it we now seem to be overestimating Eve’s capabilities to influence Alice and Bob’s communications. However, in practice it is reasonable to suppose that Eve can conduct a chosen plaintext attack. For instance she may be a ‘friend’ of Alice and so be able to influence the messages Alice chooses to send. Another important possibility is that Alice and Bob use a public key...
cryptosystem and so Eve can encrypt any message she likes since encryption does not depend on a secret key.

Certainly any cryptosystem that cannot withstand a chosen plaintext attack would not be considered secure.

From now on we will assume that any adversary has access to as many chosen pairs of messages and corresponding cryptograms as they can possibly make use of.

There is a different and possibly even worse scenario than Eve conducting a chosen plaintext attack. Namely Mallory, the malicious attacker, might interfere with the cryptosystem, modifying and even replacing messages in transit. (See Figure 1.7.)

The problems posed by Mallory are rather different. For example, he may pretend to be Bob to Alice and Alice to Bob and then convince them to divulge secrets to him! We will see more of him in Chapter 9.

We now need to decide two things.

(1) What can Eve do with the message-cryptogram pairs she obtains in a chosen message attack?

(2) What outcome should Alice and Bob be happy with?
1.3 Classical cryptography

There are two very different approaches to cryptographic security, depending essentially on how we answer these questions.

Historically the first rigorous approach to security was due to Shannon (1949a). In his model Eve is allowed unlimited computational power and Alice and Bob then try to limit the ‘information’ Eve can obtain about future messages (and Bob’s secret key) given her message-cryptogram pairs. He was able to show that there are cryptosystems that are perfectly secure in this model. However, he also showed that any such cryptosystem will have some rather unfortunate drawbacks, principally the key must be as long as the message that is sent.

Modern cryptography is based on a complexity theoretic approach. It starts with the assumption that Eve has limited computational resources and attempts to build a theory of security that ensures Eve is extremely unlikely to be able to read or obtain any useful information about future messages.

We briefly outline the two approaches below.

1.3 Classical cryptography

Consider the following situation. Alice wishes to send Bob \( n \) messages. Each message is either a zero or a one. Sometime earlier Alice and Bob met and flipped an unbiased coin \( n \) times. They both recorded the sequence of random coin tosses as a string \( K \in \{H, T\}^n \) and kept this secret from Eve.

Alice encrypts her messages \( M_1, M_2, \ldots, M_n \) as follows.

\[
C_i = e(M_i) = \begin{cases} 
M_i, & \text{if } K_i = H, \\
M_i \oplus 1, & \text{if } K_i = T.
\end{cases}
\]

(Here \( \oplus \) denotes ‘exclusive or’ (XOR), so \( 0 \oplus 0 = 1 \oplus 1 = 0 \) and \( 1 \oplus 0 = 0 \oplus 1 = 1 \).)

Alice then sends the cryptograms \( C_1, \ldots, C_n \) to Bob, one at a time.

Bob can decrypt easily, since he also knows the sequence of coin tosses, as follows

\[
M_i = d(C_i) = \begin{cases} 
C_i, & \text{if } K_i = H, \\
C_i \oplus 1, & \text{if } K_i = T.
\end{cases}
\]

So encryption and decryption are straightforward for Alice and Bob. But what about Eve? Suppose she knows both the first \( n - 1 \) cryptograms and also the corresponding messages. Then she has \( n - 1 \) message-cryptogram pairs

\[(C_1, M_1), (C_2, M_2), \ldots, (C_{n-1}, M_{n-1}).\]
If Eve is then shown the final cryptogram $C_n$ what can she deduce about $M_n$?

Well since $K_n$ was a random coin toss there is a 50% chance that $C_n = M_n$ and a 50% chance that $C_n = M_n \oplus 1$. Since $K_n$ was independent of the other key bits then knowledge of these will not help. So what can Eve do?

Suppose for the moment that the messages that Alice sent were also the result of another series of independent coin tosses, that is they were also a random sequence of zeros and ones. In this case Eve could try to guess the message $M_n$ by tossing a coin herself: at least she would have a 50% chance of guessing correctly. In fact this is the best she can hope for!

But what if the messages were not random? Messages usually contain useful (non-random) information. In this case Eve may know something about how likely different messages are. For instance she may know that Alice is far more likely to send a one rather than a zero. If Eve knows this then she could guess that $M_n = 1$ and would be correct most of the time. However, she could have guessed this before she saw the final cryptogram $C_n$. Eve has gained no new information about the message by seeing the cryptogram. This is the basic idea of perfect secrecy in Shannon’s model of cryptography.

- The cryptogram should reveal no new information about the message.

This theory will be developed in more detail in Chapter 5.

### 1.4 Modern cryptography

Modern cryptography starts from a rather different position. It is founded on complexity theory: that is the theory of how easy or difficult problems are to solve computationally.

Modern cryptographic security can informally be summarised by the following statement.

- It should not matter whether a cryptogram reveals information about the message. What matters is whether this information can be efficiently extracted by an adversary.

Obviously this point of view would be futile if we were faced with an adversary with unbounded computational resources. So we make the following assumption.

- Eve’s computational resources are limited.
If we limit Eve’s computational resources then we must also limit those of Alice and Bob. Yet we still require them to be able to encrypt and decrypt messages easily. This leads to a second assumption.

- There exist functions which are ‘easy’ to compute and yet ‘hard’ to invert. These are called one-way functions.

Given this assumption it is possible to construct cryptosystems in which there is a ‘complexity theoretic gap’ between the ‘easy’ procedures of decryption and encryption for Alice and Bob; and the ‘hard’ task of extracting information from a cryptogram faced by Eve.

To discuss this theory in detail we need to first cover the basics of complexity theory.
2

Complexity theory

2.1 What is complexity theory?

Computers have revolutionised many areas of life. For example, the human genome project, computational chemistry, air-traffic control and the Internet have all benefited from the ability of modern computers to solve computational problems which are far beyond the reach of humans. With the continual improvements in computing power it would be easy to believe that any computational problem we might wish to solve will soon be within reach. Unfortunately this does not appear to be true. Although almost every ‘real’ computational problem can, in theory, be solved by computer, in many cases the only known algorithms are completely impractical. Consider the following computational problem.

Example 2.1 The Travelling Salesman Problem.

Problem: given a list of \( n \) cities, \( c_1, c_2, \ldots, c_n \) and an \( n \times n \) symmetric matrix \( D \) of distances, such that

\[
D_{ij} = \text{distance from city } c_i \text{ to city } c_j,
\]

determine an optimal shortest tour visiting each of the cities exactly once.

An obvious naive algorithm is: ‘try all possible tours in turn and choose the shortest one’. Such an algorithm will in theory work, in the sense that it will eventually find the correct answer. Unfortunately it will take a very long time to finish! If we use this method then we would need to check \( n! \) tours, since there are \( n! \) ways to order the \( n \) cities. More efficient algorithms for this problem exist, but a common trait they all share is that if we have \( n \) cities then, in the worst case, they may need to perform at least \( 2^n \) operations. To put this in perspective suppose we had \( n = 300 \), a not unreasonably large number of cities to visit.
2.1 What is complexity theory?

If we could build a computer making use of every atom in the Earth in such a way that each atom could perform $10^{10}$ operations per second and our computer had started its computation at the birth of the planet then it would still not have finished! In fact, not only would the computation not yet be complete, as the figures below show, it would have barely started. It seems safe to describe such a computation as impractical.

\[
\begin{align*}
\text{# seconds in the lifetime of the Earth} &\leq 4.1 \times 10^{17} \\
\text{# atoms in the Earth} &\leq 3.6 \times 10^{51} \\
\text{# operations performed by our computer} &\leq 1.5 \times 10^{79} \\
2^{300} &\approx 2 \times 10^{90}.
\end{align*}
\]

Such an example highlights the difference between a problem being computable in theory and in practice. Complexity theory attempts to classify problems that can theoretically be solved by computer in terms of the practical difficulties involved in their solution.

All computers use resources, the most obvious being time and space. The amount of resources required by an algorithm gives a natural way to assess its practicality. In simple terms if a problem can be solved in a ‘reasonable’ amount of time by a computer that is not ‘too large’ then it seems natural to describe the problem as tractable.

In complexity theory we seek to classify computational problems according to their intrinsic difficulty. There are two fundamental questions which we will consider.

- Is a problem $\Pi$ intrinsically ‘easy’ or ‘difficult’ to solve?
- Given two problems, $\Pi_1$ and $\Pi_2$, which is easier to solve?

In order to show that a problem is ‘easy’ to solve it is sufficient to give an example of a practical algorithm for its solution. However, to show that a problem is intrinsically ‘difficult’ we need to show that no such practical algorithm can exist. In practice this has proved very difficult. Indeed, there are very few examples of natural computational problems that have been proven to be intrinsically difficult, although it is suspected that this is true of a large number of important problems.

The second question is an obvious way to proceed given the inherent difficulty of the first, and progress in this direction has been far greater. Suppose we are given a computational problem and asked to find a practical algorithm for its solution. If we can show that our new problem is ‘at least as difficult’ as a well-known intractable problem then we have a rather good excuse for our inability to devise a practical algorithm for its solution. A central result in
complexity theory (Cook’s Theorem) which we will see in Chapter 3 shows that there is a rather large class of natural problems that are all ‘as difficult as each other’.

In order to make sense of the above questions we will require a formal model of computation capturing the essential properties of any computer. The model we adopt is the deterministic Turing machine, however, we will first consider some examples.

Consider the simplest arithmetic operation: integer addition. Given two integers \( a \geq b \geq 0 \) we wish to calculate \( a + b \). In order to describe an algorithm for this problem we need to decide how we wish to encode the input. We will consider two possibilities: unary and binary.

If the input is in unary then \( a \) and \( b \) are simply strings of ones of lengths \( a \) and \( b \) respectively. We define two basic operations: ++ and −−. If \( a \) is a string of ones then \( a++ \) is formed from \( a \) by appending a ‘1’ to \( a \), while \( a-- \) is formed from \( a \) by deleting a ‘1’ from the end of \( a \).

In the following algorithm and elsewhere we use the notation ‘\( a \leftarrow b \)’ to mean ‘let \( a \) be set equal to the value of \( b \)’.

**Algorithm 2.2**  Unary integer addition.

Input: integers \( a \geq b \geq 0 \) encoded in unary.
Output: \( a + b \) in unary.
Algorithm:
while \( b \neq 0 \)
  \( a \leftarrow a++ \)
  \( b \leftarrow b-- \)
end-while
output \( a \)

It is easy to see that this algorithm works, but is it efficient? The while loop is repeated \( b \) times and on each repetition three operations are performed: checking \( b \neq 0 \), increasing \( a \) and decreasing \( b \). So the running time of this algorithm, measured by the number of operations performed, is \( 3b + 1 \) (the output is another operation). This demonstrates two important ideas.

- The running time of an algorithm is measured in terms of the number of ‘basic operations’ performed.
- The running time of an algorithm will usually depend on the size of the input.
One obvious objection to the previous example is that unary encoding is a very inefficient way to describe an integer. A far more natural encoding is binary. To encode an integer \( a \geq 0 \) in binary we represent it by a string of zeros and ones, say \( a_n a_{n-1} \cdots a_1 \), such that \( a = \sum_{k=1}^{n} a_k 2^{k-1} \). We usually insist that the shortest possible string is used and so \( a_n = 1 \) (unless \( a = 0 \)). For example, the number 49 is encoded as 110001 rather than 000110001 or 00000000000110001. A bit is simply a binary digit, so for example 49 is a 6-bit integer, since the binary encoding of 49 contains 6 binary digits.

In order to describe a binary addition algorithm we introduce a function \( \text{sum}(a, b, c) \) that takes three binary digits as its input and outputs their sum. That is

\[
\text{sum} : \{0, 1\} \times \{0, 1\} \times \{0, 1\} \rightarrow \{0, 1, 2, 3\}, \quad \text{sum}(a, b, c) = a + b + c.
\]

Algorithm 2.3 Binary integer addition.

Input: integers \( a \geq b \geq 0 \) encoded in binary as \( a_n \cdots a_1 \) and \( b_n \cdots b_1 \).

Output: \( a + b \) in binary.

Algorithm:

\[
c \leftarrow 0
\]

for \( i = 1 \) to \( n \)

\[
\text{if sum}(a_i, b_i, c) \text{ equals 1 or 3}
\]

\[
\text{then } d_i \leftarrow 1
\]

\[
\text{else } d_i \leftarrow 0
\]

\[
\text{if sum}(a_i, b_i, c) \geq 2
\]

\[
\text{then } c \leftarrow 1
\]

\[
\text{else } c \leftarrow 0
\]

next \( i \)

if \( c = 1 \)

\[
\text{then output } 1d_n d_{n-1} \cdots d_1
\]

\[
\text{else output } d_n d_{n-1} \cdots d_1.
\]

Again it is easy to check that this algorithm works, but how does it compare to our previous algorithm in terms of efficiency? As before we will consider each line of the algorithm as a ‘basic operation’ and calculate the algorithm’s running time as the number of basic operations performed. If \( a \geq b \geq 0 \) and \( a, b \) both have \( n \) binary digits then \( n \leq \lfloor \log a \rfloor + 1 \), where \( \log a \) is the base two logarithm of \( a \) and \( \lfloor m \rfloor \) is the integer part of the real number \( m \). Our algorithm performs \( n \) iterations of the while loop and on each iteration it performs six operations. So the running time of this algorithm, measured as the number of
operations, is at most $6\lfloor \log a \rfloor + 9$. This compares very favourably with our previous algorithm. For example, if the two numbers whose sum we wished to calculate were $a = 31\,323$ and $b = 27\,149$ then our first algorithm would perform more than fifty thousand operations, while our second algorithm would perform less than a hundred. This highlights another key idea.

- The intrinsic difficulty of a problem may depend on the encoding of the input.

In practice there is nearly always a ‘natural’ way to encode the input to a problem. The guiding principle being that the encoding should describe the input as succinctly as possible. Given that the running time of an algorithm will depend on the input size we clearly need to have a fixed notion of ‘input size’. This will always be the length of the natural encoding of the input.

Since the running time of most algorithms depends on the size of the input it is natural to consider the performance of an algorithm in terms of its running time over all inputs of a fixed size. There are two obvious ways one might do this. We could consider either the average-case running time or the worst-case running time. The vast majority of work in complexity theory deals with worst-case analysis and we will always take this approach. (See Levin (1986) for a succinct introduction to average-case complexity theory.)

- When evaluating the performance of an algorithm we always consider the worst possible case.

Consider the following basic algorithm for testing whether an integer is prime.

---

**Algorithm 2.4 Naive Primality Testing.**

Input: an integer $N \geq 2$.
Output: true if $N$ is prime and false otherwise.
Algorithm:

$D \leftarrow 2$

$P \leftarrow \text{true}$

while $P$ is true and $D \leq \sqrt{N}$

if $D$ divides $N$ exactly

then $P \leftarrow \text{false}$

else $D \leftarrow D + 1$

end-while

output $P$
2.1 What is complexity theory?

How well does this algorithm perform? This depends very much on the input $N$. If $N$ is chosen ‘at random’ then we have a fifty-fifty chance that $N$ will be even. In this case our algorithm would terminate after a single while loop (since $D = 2$ would divide $N$). However, if the input $N$ is a large prime then it is easy to see that the while loop will be repeated $\lfloor \sqrt{N} \rfloor - 1$ times. So by our principle of evaluating an algorithm’s efficiency according to its performance in the worst possible case, this algorithm has running time $O(\sqrt{N})$. (For an explanation of the $O$-notation see Appendix 1.)

The obvious question to ask is whether this is efficient? Remember that the natural encoding of an integer is as a binary string, so the size of the input is in fact $n = \lceil \log N \rceil + 1$. Thus the running time of our algorithm, in terms of the input size, is $O(2^{n/2})$. As the size of our input increases the running time of this algorithm grows exponentially. Such an algorithm is clearly highly impractical: for a 1024-bit integer the running time is essentially $2^{512}$. This is not only beyond the limits of modern computers but arguably beyond the reach of any that we could envisage. Yet to use some modern cryptosystems we must be able to test the primality of such numbers.

We need an algorithm whose running time does not grow exponentially as the input size increases. An obvious growth rate that is much slower than exponential is polynomial. Moreover most of the algorithms that have proved useful in real situations share the property that their running time is polynomial. This observation provides us with our fundamental notion of a practical algorithm.

- An algorithm is practical if and only if it has polynomial running time.

Hence, if a problem has an algorithm whose running time grows polynomially with the input size then we consider the problem to be tractable. Justification for this is provided in the table below. This demonstrates how, as the input size grows, any exponential time algorithm quickly becomes impractical, while polynomial time algorithms scale reasonably well. A word of caution: an algorithm with running time $O(n^{1000})$ is clearly impractical. However, polynomial time algorithms for ‘natural’ problems almost always have low degree polynomial running time in practice.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$n^2$</th>
<th>$2^n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>100</td>
<td>1024</td>
</tr>
<tr>
<td>100</td>
<td>10000</td>
<td>$1.26 \times 10^{30}$</td>
</tr>
<tr>
<td>1000</td>
<td>$10^6$</td>
<td>$1.07 \times 10^{301}$</td>
</tr>
</tbody>
</table>
To proceed any further we require a formal model of computation. In the next section we describe the classical example of such a model: the deterministic Turing machine.

**Exercise 2.1** Give a polynomial time algorithm for each of the following problems. In each case describe its running time in terms of the number of ‘basic operations’ performed.

(i) Multiplication of two integers encoded in binary.
(ii) Computing the matrix product of two $n \times n$ integer matrices.
(iii) Calculating the determinant of an $n \times n$ integer matrix.
(iv) Sorting $n$ integers $a_1, \ldots, a_n$.

### 2.2 Deterministic Turing machines

A *deterministic Turing machine* or *DTM* consists of:

(i) a finite *alphabet* $\Sigma$ containing the blank symbol $*$;
(ii) a 2-way infinite *tape* divided into squares, one of which is the special *starting square*. Each square contains a symbol from the alphabet $\Sigma$. All but a finite number of the squares contain the special blank symbol $*$, denoting an empty square;
(iii) a *read–write head* that examines a single square at a time and can move left ($\leftarrow$) or right ($\rightarrow$);
(iv) a *control unit* along with a finite set of *states* $\Gamma$ including a distinguished *starting state*, $\gamma_0$, and a set of *halting states*. (See Figure 2.1.)

The computation of a DTM is controlled by a *transition function*

$$\delta : \Gamma \times \Sigma \rightarrow \Gamma \times \Sigma \times \{\leftarrow, \rightarrow\}.$$
Initially the control unit is in the starting state $\gamma_0$ and the read–write head is scanning the starting square. The transition function tells the machine what to do next given the contents of the current square and the current state of the control unit. For example, if the control unit is in state $\gamma_{\text{cur}}$, and the current square contains the symbol $\sigma_{\text{cur}}$, then the value of $\delta(\gamma_{\text{cur}}, \sigma_{\text{cur}})$ tells the machine three things:

(i) the new state for the control unit (if this is a halting state then the computation ends);
(ii) the symbol to write in the current square;
(iii) whether to move the read–write head to the left or right by one square.

We use $\Sigma_0$ to denote $\Sigma \setminus \{\ast\}$, the alphabet of non-blank symbols. We will denote the collection of all finite strings from $\Sigma_0$ by $\Sigma_0^*$. For $x \in \Sigma_0^*$ we denote the length of $x$ by $|x|$. The set of strings of length $n$ from $\Sigma_0^n$ is denoted by $\Sigma_0^n$.

The computation of a DTM on input $x \in \Sigma_0^*$ is simply the result of applying the transition function repeatedly starting with $x$ written in the first $|x|$ tape squares (these are the starting square and those to the right of it). If the machine never enters a halting state then the computation does not finish, otherwise the computation ends when a halting state is reached. A single application of the transition function is called a step.

A configuration of a DTM is a complete description of the machine at a particular point in a computation: the contents of the tape, the position of the read–write head and the current state of the control unit.

If a DTM machine halts on input $x \in \Sigma_0^*$ then the content of the tape once the machine halts is called the output.

We say that a DTM computes a function $f : \Sigma_0^* \rightarrow \Sigma_0^*$ if the machine halts on every input $x \in \Sigma_0^*$, and the output in each case is $f(x)$.

To give an idea of what a DTM looks like we give a simple example: a machine to perform addition of integers encoded in unary (see Algorithm 2.5). In order to define a DTM we need to describe the set of states $\Gamma$, the alphabet $\Sigma$ and the transition function $\delta$. We represent the transition function by a list of quintuples. The first two entries of each quintuple represent the current state and the content of the current square, while the last three entries represent the new state, the new symbol to write in the current square and the movement (left or right) of the read–write head. To save us the trouble of having to describe the value of the transition function for all state/symbol combinations we assume that if the machine encounters a state/symbol combination that is not listed then
the machine simply halts. (In an attempt to make the machine description more readable we place comments marked by # next to each instruction.)

It is easy to check that this machine will compute \(a + b\) in unary, given the correct input, but how long will the computation take? The obvious way to measure time on a DTM is as the number of steps the machine takes before halting. If the input is \(a\) and \(b\) then it is easy to check that the machine will take \(a + b + 2\) steps.

Previously we saw algorithms for unary and binary addition and in those cases the binary addition algorithm was far more efficient. So a natural question to ask is how does this unary addition DTM compare with a DTM that performs addition of integers with the input encoded in binary?

**Algorithm 2.5** Unary Addition DTM

The set of states is \(\Gamma = \{\gamma_0, \gamma_1, \gamma_2, \gamma_3\}\). The starting state is \(\gamma_0\) and the only halting state is \(\gamma_3\). The alphabet is \(\Sigma = \{*, 1, +, =\}\).

Input: integers \(a, b \geq 0\) in unary with +, =. (For example to compute \(5 + 2\) we would write ‘11111 + 11’ on the machine’s tape, with the leftmost symbol of the input in the starting square.)

Output: \(a + b\) in unary.

\[
\begin{align*}
(\gamma_0, 1, \gamma_1, *, \rightarrow) & \quad \# a \neq 0, \text{reading } a \\
(\gamma_0, +, \gamma_2, *, \rightarrow) & \quad \# a = 0, \text{erase } +, \text{read } b \\
(\gamma_1, 1, \gamma_1, 1, \rightarrow) & \quad \# \text{reading } a \\
(\gamma_1, +, \gamma_2, 1, \rightarrow) & \quad \# \text{replace } +, \text{by } 1, \text{read } b \\
(\gamma_2, 1, \gamma_2, 1, \rightarrow) & \quad \# \text{reading } b \\
(\gamma_2, =, \gamma_3, *, \leftarrow) & \quad \# \text{finished reading } b, \text{erase } =, \text{halt.}
\end{align*}
\]

Our binary addition DTM (see Algorithm 2.6) works in an obvious way. It takes the two least significant bits of \(a\) and \(b\) and forms the next bit of the answer, while storing a carry bit on the front of the answer. To get an idea of how it works try an example. Figure 2.2 shows a few steps in the computation of \(5 + 2\).

(Note that in Algorithm 2.6 we use abbreviations to reduce the number of values of the transition function which we need to describe. For example \((\gamma_3/\gamma_4, 0/1, s, s, \leftarrow)\) is an abbreviation for \((\gamma_3, 0, \gamma_3, 0, \leftarrow), (\gamma_3, 1, \gamma_3, 1, \leftarrow), (\gamma_4, 0, \gamma_4, 0, \leftarrow)\) and \((\gamma_4, 1, \gamma_4, 1, \leftarrow)\). The letter \(s\) denotes the fact that the state/symbol remain the same.)
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Algorithm 2.6 Binary Addition DTM
The set of states is $\Gamma = \{\gamma_0, \gamma_1, \ldots, \gamma_{24}\}$ the starting state is $\gamma_0$, the only halting state is $\gamma_{24}$. The alphabet is $\Sigma = \{\ast, 0, 1, +, =\}$.

Input: integers $a \geq b \geq 0$ in binary with $+,$ $=.$ (For example to compute $31 + 18$ we would write ‘$= 11111 + 10010$’ on the machine’s tape, with the symbol ‘$=$’ in the starting square.)

Output: $a + b$ in binary.

\[
\begin{align*}
(\gamma_0, =, \gamma_1, =, \rightarrow) & \quad \text{# move the head to the right end of the input} \\
(\gamma_1, 0/1/+ , \gamma_1, s, \rightarrow) & \quad \text{# } \rightarrow \\
(\gamma_1, \ast, \gamma_2, \ast, \leftarrow) & \quad \text{# found end of input} \\
(\gamma_2, 0, \gamma_3, \ast, \leftarrow) & \quad \text{# the least significant bit of } b \text{ is } 0 \\
(\gamma_2, 1, \gamma_4, \ast, \leftarrow) & \quad \text{# the least significant bit of } b \text{ is } 1 \\
(\gamma_2, +, \gamma_5, +, \leftarrow) & \quad \text{# no more bits of } b \\
(\gamma_3/\gamma_4, 0/1, s, s, \leftarrow) & \quad \text{# keep moving left until we have finished read } b \\
(\gamma_3, +, \gamma_5, +, \leftarrow) & \quad \text{# finished reading } b \\
(\gamma_4, +, \gamma_6, +, \leftarrow) & \quad \text{# } \leftarrow.
\end{align*}
\]
(γ5, =, γ23, * →)  # no more bits of a erase =
(γ5/γ6, *, s, *, ←)  # moving left looking for a
(γ5, 0, γ7, *, ←)  # sum of least significant bits of a and b is 0
(γ5, 1, γ8, *, ←)  # sum of least significant bits of a and b is 1
(γ6, 0, γ8, *, ←)  # sum of least significant bits of a and b is 1
(γ6, 1, γ9, *, ←)  # sum of least significant bits of a and b is 2
(γ7/γ8/γ9, 0/1, s, s, ←)  # moving left looking for =
(γ7, =, γ10, =, ←)  # finished reading a, found =
(γ8, =, γ11, =, ←)  # "
(γ9, =, γ12, =, ←)  # "
(γ10/γ11/γ12, 0/1, s, s, ←)  # moving left looking for the end of the answer
(γ10, *, γ13, *, →)  # finished reading answer, now find the carry bit
(γ11, *, γ14, *, →)  # "
(γ12, *, γ15, *, →)  # "
(γ13, 0, γ16, 0, ←)  # carry bit and least sig bits of a and b sum to 0
(γ13, 1, γ16, 1, ←)  # carry bit and least sig bits of a and b sum to 1
(γ14, 0, γ16, 1, ←)  # carry bit and least sig bits of a and b sum to 1
(γ14, 1, γ17, 0, ←)  # carry bit and least sig bits of a and b sum to 2
(γ15, 0, γ17, 0, ←)  # carry bit and least sig bits of a and b sum to 2
(γ15, 1, γ17, 1, ←)  # carry bit and least sig bits of a and b sum to 3
(γ13, =, γ18, =, ←)  # first part of answer is 0
(γ14, =, γ19, =, ←)  # first part of answer is 1
(γ15, =, γ20, =, ←)  # first part of answer is 0 and carry bit is 1
(γ16, *, γ21, 0, →)  # set carry bit to 0 and now return to start
(γ17, *, γ21, 1, →)  # set carry bit to 1 and now return to start
(γ18, *, γ16, 0, ←)  # first part of answer is 0
(γ19, *, γ16, 1, ←)  # first part of answer is 1
(γ20, *, γ17, 0, ←)  # first part of answer is 0 and carry bit is 1
(γ21, 0/1/ = /*, γ21, s, →)  # return to start
(γ21, +, γ22, +, →)  # finished rereading a, found +
(γ22, 0/1, γ22, s, →)  # now rereading b
(γ22, *, γ2, *, ←)  # reached start of the input
(γ23, *, γ23, *, →)  # keep moving right
(γ23, +, γ24, *, →)  # erase + and halt
One obvious difference between our two DTMs is that using binary encoding for the input results in a far more complicated machine, but which is more efficient? If the binary addition DTM is given input \(a \geq b \geq 0\), where \(a\) is a \(k\)-bit integer, then it is reasonably easy to see that the machine takes at most \(2k + 3\) steps before the read–write head is positioned on the rightmost non-blank symbol and the control unit is in state \(\gamma_2\). The machine then takes at most \(6(k + 2)\) steps before it is again in state \(\gamma_2\) and the read–write head is again scanning the rightmost non-blank symbol. The machine does this \(k\) times, once for each bit in \(a\). Finally it erases the equals and plus signs. In total it takes less than \(6(k + 2)^2\) steps. For large inputs this machine is clearly much more efficient as the table in Figure 2.3 shows.

Having compared the running time of these two machines we introduce the formal definitions of time complexity.

**Time complexity**

If a DTM halts on input \(x \in \Sigma_0^*\), then its *running time* on input \(x\) is the number of steps the machine takes during its computation. We denote this by \(t_M(x)\).

Recall that we wish to assess the efficiency of an algorithm in terms of its worst-case behaviour. For this reason we define the *time complexity* of a DTM \(M\) that halts on every input \(x \in \Sigma_0^*\), to be the function \(T_M : \mathbb{N} \rightarrow \mathbb{N}\) given by

\[
T_M(n) = \max \left\{ t \mid \text{there exists } x \in \Sigma_0^n \text{ such that } t_M(x) = t \right\}.
\]

In practice we will rarely want to work directly with Turing machines. Higher level descriptions of algorithms, such as the binary addition algorithm given in Algorithm 2.3, are much easier to use. However, if our model of computation is to be robust then a high-level algorithm should have a running time (measured in terms of the number of ‘basic operations’ it performs) that is similar to the running time of a DTM implementation of the same algorithm. To make this precise we need to be clear as to what we mean by ‘similar’.

We will consider the running times of different algorithms to be similar if they differ only by a polynomial factor. Consider the example of binary addition. In our high-level version, Algorithm 2.3, the running time on input \(a \geq b\) was...
$O(\log a)$ while for our DTM the running time was $O(\log^2 a)$. Thus, for this example at least, our model is robust.

Since we consider an algorithm to be practical if and only if it has polynomial running time, our assumption that the DTM model of computation is robust can be phrased as follows.

**The Polynomial-time Church–Turing Thesis**

*Any practical deterministic algorithm can be implemented as a DTM with polynomial running time.*

**Exercise 2.2**

Describe explicitly a DTM with alphabet $\Sigma = \{\ast, 0, 1\}$, that on input $1^n$ outputs $1^n \ast 1^n$. That is it takes a string of $n$ ones and replaces it by two strings of $n$ ones, separated by a blank square. What is the time complexity of your machine?

**Exercise 2.3**

Describe a DTM with alphabet $\{\ast, 0, 1, 2\}$ that on input $x_1x_2\cdots x_n$, a binary string (so each $x_i = 0/1$), outputs the reversed string $x_n \cdots x_2 x_1$. What is the time complexity of your machine?

### 2.3 Decision problems and languages

A large part of complexity theory deals with a rather special type of problem: those for which the output is either true or false. For example the problem of deciding if a number is prime.

**PRIME**

Input: an integer $n \geq 2$.

Question: is $n$ prime?

This is an example of a *decision problem*. We introduce a special type of DTM that is particularly useful for examining such problems.

**Acceptor DTMs**

An *acceptor* DTM is an ordinary DTM with exactly two halting states: $\gamma_T$ and $\gamma_F$. These should be thought of as corresponding to true and false respectively.

An input $x \in \Sigma_0^*$ is *accepted* by an acceptor DTM if the machine halts in state $\gamma_T$ on input $x$ and *rejected* if it halts in state $\gamma_F$.

Any set of strings $L \subseteq \Sigma_0^*$ is called a *language*. If $M$ is an acceptor DTM then we define the *language accepted by $M$* to be

$$L(M) = \{ x \in \Sigma_0^* \mid M \text{ accepts } x \}.$$
If $M$ is an acceptor DTM, $L = L(M)$ and $M$ halts on all inputs $x \in \Sigma_0^*$, then we say that $M$ decides $L$. For an acceptor DTM $M$ that halts on all inputs we denote the halting state on input $x$ by $M(x)$.

There is an obvious correspondence between languages accepted by acceptor DTMs and decision problems. For example we can associate the decision problem PRIME with the language

$$L_{\text{PRIME}} = \{ x \mid x \text{ is the binary encoding of a prime number} \}.$$

Note that in order to obtain this correspondence we needed to choose a natural encoding scheme for the input to the decision problem, in this case binary.

For a general decision problem, $\Pi$, we have the associated language

$$L_\Pi = \{ x \in \Sigma_0^* \mid x \text{ is a natural encoding of a true instance of } \Pi \}.$$

An acceptor DTM which decides the language $L_\Pi$, can be thought of as an algorithm for solving the problem $\Pi$. Given an instance of $\Pi$ we simply pass it to the machine, in the correct encoding, and return the answer true if the machine accepts and false if it rejects. Since the machine always either accepts or rejects, this gives an algorithm for the problem $\Pi$.

### Complexity classes and $\mathbf{P}$

The aim of complexity theory is to understand the intrinsic difficulty of computational problems. When considering a decision problem a natural way to measure its difficulty is to consider the time complexity of machines that decide the associated language.

Since we wish to classify problems in terms of their relative (and hopefully absolute) difficulty, we will be interested in collections of languages which can all be decided by DTMs with the same bound on their time complexity. Any such collection of languages is called a complexity class. A fundamental complexity class is the class of polynomial time decidable languages, or $\mathbf{P}$. This is our initial working definition of the class of ‘tractable’ languages.

$$\mathbf{P} = \{ L \subseteq \Sigma_0^* \mid \text{there is a DTM } M \text{ which decides } L \text{ and a polynomial, } p(n) \text{ such that } T_M(n) \leq p(n) \text{ for all } n \geq 1 \}.$$

If $\Pi$ is a decision problem for which $L_\Pi \in \mathbf{P}$ we say that there is a polynomial time algorithm for $\Pi$.

Although complexity classes contain languages not problems, we will often abuse notation and write $\Pi \in \mathbf{C}$ if a problem $\Pi$ satisfies $L_\Pi \in \mathbf{C}$, where $\mathbf{C}$ is a complexity class.
So far we have seen very few examples of decision problems. In the remainder of this chapter we will consider some of the most important examples, mainly from the fields of logic and graph theory.

SATisfiability
The classic example of a decision problem is Boolean satisfiability. A Boolean function is a function \( f : \{0, 1\}^n \to \{0, 1\} \). We interpret ‘1’ as true and ‘0’ as false.

The basic Boolean functions are negation (NOT), conjunction (AND) and disjunction (OR). If \( x \) is a Boolean variable then the negation of \( x \) is
\[
\overline{x} = \begin{cases} 
1, & \text{if } x \text{ is false,} \\
0, & \text{otherwise.}
\end{cases}
\]

A literal is a Boolean variable or its negation. The conjunction of a collection of literals \( x_1, \ldots, x_n \) is
\[
x_1 \land x_2 \cdots \land x_n = \begin{cases} 
1, & \text{if all of the } x_i \text{ are true,} \\
0, & \text{otherwise.}
\end{cases}
\]

The disjunction of a collection of literals \( x_1, \ldots, x_n \) is
\[
x_1 \lor x_2 \cdots \lor x_n = \begin{cases} 
1, & \text{if any of the } x_i \text{ are true,} \\
0, & \text{otherwise.}
\end{cases}
\]

A Boolean function, \( f \), is said to be in conjunctive normal form (or CNF) if it is written as
\[
f(x_1, \ldots, x_n) = \bigwedge_{k=1}^{m} C_k,
\]
where each clause, \( C_k \), is a disjunction of literals. For example consider the following two Boolean functions
\[
f(x_1, \ldots, x_6) = (x_1 \lor x_3 \lor \overline{x_5}) \land (\overline{x_4} \lor x_2) \land (x_5 \lor x_6),
g(x_1, \ldots, x_6) = (x_3 \land x_5) \lor (x_3 \land x_4) \land (\overline{x_6} \land x_5) \lor (x_3 \lor x_2).
\]

Of these \( f \) is in CNF but \( g \) is not.

A truth assignment for a Boolean function, \( f(x_1, \ldots, x_n) \), is a choice of values \( \mathbf{x} = (x_1, \ldots, x_n) \in \{0, 1\}^n \) for its variables. A satisfying truth assignment is \( \mathbf{x} \in \{0, 1\}^n \) such that \( f(\mathbf{x}) = 1 \). If such an assignment exists then \( f \) is said to be satisfiable.

Boolean satisfiability, otherwise known as SAT, is the following decision problem.
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SAT
Input: a Boolean function, \( f(x_1, \ldots, x_n) = \bigwedge_{k=1}^{m} C_k \), in CNF.
Question: is \( f \) satisfiable?

We require a natural encoding scheme for this problem. We can use the alphabet \( \Sigma = \{\ast, 0, 1, \lor, \land, \neg\} \), encoding a variable \( x_i \) by the binary representation of \( i \). The literal \( \overline{x}_i \) can be encoded by adding a \( \neg \) symbol at the front. We can then encode a CNF formula, \( f(x_1, \ldots, x_n) = \bigwedge_{k=1}^{m} C_k \), in the obvious way using the alphabet \( \Sigma \). For example the formula

\[
f(x_1, \ldots, x_5) = (x_1 \lor x_4) \land (x_3 \lor \overline{x}_5 \lor x_2) \land (\overline{x}_3 \lor x_5),
\]

would be encoded as

\[1 \lor 100 \land 11 \lor \neg101 \lor 10 \land \neg11 \lor 101'.\]

Since no clause can contain more than 2\( n \) literals the input size of a CNF formula with \( n \) variables and \( m \) clauses is \( O(mn \log n) \).

An important subproblem of SAT is the so-called \( k \)-SAT, for \( k \geq 1 \).

\( k \)-SAT
Input: a Boolean formula in CNF with at most \( k \) literals in each clause.
Question: is \( f \) satisfiable?

Clearly the problem 1-SAT is rather easy. Any satisfying truth assignment for \( f \) in this case must set every literal appearing in \( f \) to be true. Thus \( f \) is satisfiable if and only if it does not contain both a literal and its negation. This can clearly be checked in polynomial time and so 1-SAT \( \in \mathcal{P} \). For \( k \geq 2 \) the difficulty of \( k \)-SAT is less obvious and we will return to this question later.

Graph problems
Another source of important decision problems is graph theory. (For basic definitions and notation see Appendix 2.) Obvious real world problems related to graphs include the travelling salesman problem, tree alignment problems in genetics and many timetabling and scheduling problems.

As before we need to describe a natural encoding scheme for graphs. Suppose the graph we wish to encode, \( G = (V, E) \), has \( n \) vertices and \( m \) edges. There are two obvious ways to encode this on a DTM tape. We could use the adjacency matrix, \( A(G) \). This is the \( n \times n \) symmetric matrix defined by

\[
A(G)_{ij} = \begin{cases} 
1, & \text{if } \{v_i, v_j\} \in E, \\
0, & \text{otherwise}.
\end{cases}
\]
This matrix could then be transcribed as a binary string of length $n(n + 1)$ on the machine’s tape, with each row separated by the symbol &. With this encoding scheme the input size would be $O(n^2)$.

An alternative way to encode a graph is via a list of edges. Suppose $E = \{e_1, e_2, \ldots, e_m\}$. Then we can encode the graph by a list of $2m$ binary numbers (corresponding to the vertices in the $m$ edges) each separated by the symbol &. In this case the input size would be $O(m \log n)$.

Which of these two encodings is shorter depends on how many edges are present in the graph. However, unless the graphs we are considering contain very few edges the input size of the two encodings will differ only by a polynomial factor. So if we are only interested in whether an algorithm has polynomial running time then we will be able to work with whichever encoding scheme is more convenient.

A simple decision problem for graphs is $k$-CLIQUE, where $k \geq 2$ is an integer. It asks whether or not a graph contains a clique of order $k$. (That is a collection of $k$ vertices among which all possible edges are present.)

$k$-CLIQUE
Input: a graph $G$.
Question: does $G$ contain a clique of order $k$?

A very similar problem is CLIQUE.

CLIQUE
Input: a graph $G$ of order $n$ and an integer $2 \leq k \leq n$.
Question: does $G$ contain a clique of order $k$?

CLIQUE is our first example of a problem with ‘mixed input’. In such cases we have to be careful to correctly identify the input size. We follow the obvious rule that the input size is the sum of the input sizes of the various parts of the input. So in this case the input is a graph, which has input size $O(n^2)$, using the adjacency matrix, and an integer $2 \leq k \leq n$, with input size $O(\log k)$ using binary encoding. Hence the total input size for CLIQUE is $O(n^2) + O(\log k) = O(n^2)$.

Although the problems $k$-CLIQUE and CLIQUE seem superficially very similar we can in fact show that the former belongs to $\mathbb{P}$ while the status of the latter is unclear (although it is generally believed not to lie in $\mathbb{P}$).

**Proposition 2.7** If $k \geq 2$ then $k$-CLIQUE $\in \mathbb{P}$.

**Proof:** Consider the following algorithm for $k$-CLIQUE.

Input: a graph $G = (V, E)$.
Output: true if and only if $G$ contains a clique of order $k$. 
2.3 Decision problems and languages

Algorithm:
for each $W \subseteq V$ such that $|W| = k$
    if every pair of vertices in $W$ forms an edge in $E$ then output true
next $W$
output false.

We will measure the running time of this algorithm in terms of the number of edges whose presence it checks. For a single set $W$ of size $k$ there are $\binom{k}{2}$ edges that need to be checked. The number of possibilities for the set $W$ is $\binom{n}{k}$. Hence the total number of edges checked by the algorithm is at most $\binom{k}{2} \binom{n}{k}$. Since $k$ is a constant that is independent of the input the running time of this algorithm is $O(n^k)$ which is polynomial in $n$. Hence $k$-CLIQUE $\in \mathbb{P}$.

But why does the same argument not imply that CLIQUE $\in \mathbb{P}$? As noted above the input size of CLIQUE is $O(n^2)$. Hence any polynomial time algorithm for CLIQUE must have running time bounded by a polynomial in $n$. However, if we used the above algorithm to try to decide an instance of CLIQUE with $k = \sqrt{n}$ then, in the worst case, it would need to check $\left(\frac{\sqrt{n}}{2}\right) \binom{n}{\frac{\sqrt{n}}{2}}$ possible edges and so would have running time $\Omega(n^{\sqrt{n}/2})$ which is not polynomial in $n$. Whether CLIQUE belongs to $\mathbb{P}$ is not known. In Chapter 3 we will see why this is such an important question.

A $k$-colouring is an assignment of $k$ colours to the vertices of a graph $G$ such that no edge joins two vertices of the same colour. Formally it is a function $f : V \rightarrow \{1, 2, \ldots, k\}$ satisfying $f(x) \neq f(y)$ for all edges $\{x, y\} \in E$. A graph $G$ is said to be $k$-colourable if and only if a $k$-colouring of $G$ exists.

Questions related to colourings of graphs are another source of important decision problems. For an integer $k \geq 1$ the problem $k$-COL asks whether or not a graph is $k$-colourable.

$k$-COL
Input: a graph $G$.
Question: is $G$ $k$-colourable?

Proposition 2.8 $2$-COL belongs to $\mathbb{P}$.

Proof: This is very straightforward. See Exercise 2.4.

We will return to the question of how difficult $k$-COL is for $k \geq 3$ in the next chapter.

We noted earlier that $1$-SAT trivially belongs to $\mathbb{P}$. Our next result tells us that $2$-SAT also belongs to $\mathbb{P}$, but this requires a little more work. Its proof uses the fact that if we can solve a certain graph decision problem (REACHABILITY) in polynomial time, then we can solve an instance of $2$-SAT in polynomial time.
The idea of using an algorithm for a problem $\Pi_1$ to help us to solve a problem $\Pi_2$ is a recurring theme in complexity theory. It corresponds in an obvious way to the concept of a subroutine in a computer program.

**Proposition 2.9** 2-SAT belongs to $\mathcal{P}$.

**Proof:** Suppose $f(x_1, \ldots, x_n) = \bigwedge_{k=1}^m C_k$ is our input to 2-SAT. Then each clause, $C_k$, is the disjunction of at most two literals. If any clause contains a single literal, $x_i$, we may suppose the clause is replaced by $x_i \lor \overline{x_i}$ and so every clause in $f$ contains exactly two literals.

We define an associated digraph $G_f = (V, E)$ whose vertices consist of the literals

$$V = \{x_1, \ldots, x_n, \overline{x}_1 \ldots, \overline{x}_n\}$$

and whose edges are defined by

$$E = \{(a, b) \mid \overline{a} \lor b \text{ is a clause in } f\}.$$ 

Note that $G_f$ has the property that $(a, b) \in E \iff (\overline{b}, a) \in E$.

Consider the following decision problem for digraphs.

**REACHABILITY**

Input: a digraph $G = (V, E)$ and two vertices $v, w \in V$.

Question: is there a directed path from $v$ to $w$ in $G$?

We claim that:

(a) $f$ is unsatisfiable if and only if there is a variable $x_i$ for which there are directed paths from $x_i$ to $\overline{x}_i$ and from $\overline{x}_i$ to $x_i$ in the digraph $G_f$.

(b) REACHABILITY belongs to $\mathcal{P}$.

We will prove (a) below but (b) is left as a simple exercise. (See Exercise 2.5.)

We can now describe a polynomial time algorithm for 2-SAT. First define a function $r : V \times V \to \{1, 0\}$ by

$$r(v, w) = \begin{cases} 
1, & \text{if there is a directed path from } v \text{ to } w \text{ in } G_f. \\
0, & \text{otherwise.}
\end{cases}$$

Input: a 2-SAT formula $f$.

Output: true if $f$ is satisfiable and false otherwise.

Algorithm:

Construct the graph $G_f$

for $i = 1$ to $n$

if $r(x_i, \overline{x}_i) = 1$ and $r(\overline{x}_i, x_i) = 1$ then output false

next $i$

output true
The fact that this algorithm correctly decides whether or not the input is satisfiable follows directly from claim (a) above. But why is this a polynomial time algorithm?

First, the construction of $G_f$ can be achieved in polynomial time since we simply need to read the input and, for each clause $(a \lor b)$, we insert two edges into our graph: $(\overline{a}, b)$ and $(\overline{b}, a)$. Second, the function $r(\cdot, \cdot)$ can be evaluated in polynomial time (by claim (b) above). Finally the for loop in the algorithm is repeated at most $n$ times and so $r(\cdot, \cdot)$ is called at most $2n$ times. Hence this is a polynomial time algorithm.

We now give a proof of claim (a). First suppose that for some $1 \leq i \leq n$ there are directed paths in $G_f$ from $x_i$ to $\overline{x}_i$ and from $\overline{x}_i$ to $x_i$. We will show that in this case $f$ is unsatisfiable since no truth value can be chosen for $x_i$.

The two directed paths imply that the following clauses belong to $f$:

$(\overline{x}_i \lor y_1), (\overline{y}_1 \lor y_2), \ldots, (\overline{y}_{j-1} \lor y_j), (\overline{y}_j \lor \overline{x}_i)$,

$(x_i \lor z_1), (\overline{z}_1 \lor z_2), \ldots, (\overline{z}_{k-1} \lor z_k), (\overline{z}_k \lor x_i)$.

The clauses in the first row imply that $x_i$ cannot be true while those in the second row imply that $x_i$ cannot be false. Hence $f$ is unsatisfiable.

Conversely suppose that for each $1 \leq i \leq n$ there is no directed path in $G_f$ from $x_i$ to $\overline{x}_i$ or there is no directed path from $\overline{x}_i$ to $x_i$. For a literal $a$ we define $R(a)$ to be the literals which can be reached by directed paths from $a$ (together with $a$ itself). We also define $\overline{R}(a)$ to be the negations of the literals in $R(a)$. We construct a satisfying truth assignment using the following procedure.

$$
i \leftarrow 1$$

while $i \leq n$

if $r(x_i, \overline{x}_i) = 0$

then $a \leftarrow x_i$

else $a \leftarrow \overline{x}_i$

set all literals in $R(a)$ to be true

set all literals in $\overline{R}(a)$ to be false

if any variable has yet to be assigned a truth value

then $i \leftarrow \min\{j \mid x_j \text{ is unassigned}\}$

else $i \leftarrow n + 1$

end-while

To see that this works we need to check that we never have both $v$ and $\overline{v}$ in $R(a)$. If we did then there would exist directed paths from $a$ to $v$ and from $a$ to $\overline{v}$. But $G_f$ has the property that there is a directed path from $c$ to $d$ if and only if there is a directed path from $\overline{d}$ to $\overline{c}$. Hence in this case there would be a
directed path from $v$ to $a$. Thus there would be a directed path from $a$ to $a$ (via $v$), contradicting our assumption that no such path exists (since $r(a, a) = 0$).

Finally we note that we cannot run into problems at a later stage since if we choose an unassigned literal $b$ such that $r(b, \tilde{b}) = 0$ then there is no directed path from $b$ to a literal which has already been assigned the value false (if there were then you can check that $b$ would also have already been assigned the value false).

Exercise 2.4 Let $G$ be a graph.

(i) Show that the following are equivalent (for terminology see Appendix 2):
(a) $G$ is bipartite;
(b) $G$ is 2-colourable;
(c) $G$ does not contain any odd length cycles.
(ii) Show that 2-COL $\in$ P.

Exercise 2.5 Complete the proof of Proposition 2.9 by showing that REACHABILITY belongs to P.

2.4 Complexity of functions

Although we have defined complexity classes for languages, we will also consider the complexity of functions. For example, consider the function $\text{fac}(n) : \mathbb{N} \rightarrow \mathbb{N}$,

$$\text{fac}(n) = \begin{cases} d, & \text{the smallest non-trivial factor of } n \text{ if one exists,} \\ n, & \text{otherwise.} \end{cases}$$

An efficient algorithm for computing $\text{fac}(n)$ would break many of the most commonly used cryptosystems. For this reason determining the complexity of this function is an extremely important problem.

In order to discuss such questions we need to extend our definitions of complexity to functions.

The class of tractable functions, the analogue of the class $P$ of tractable languages, is

$$FP = \{ f : \Sigma^*_0 \rightarrow \Sigma^*_0 \mid \text{there is a DTM } M \text{ that computes } f \text{ and a polynomial } p(n) \text{ such that } T_M(n) \leq p(n) \text{ for all } n \geq 1 \}.$$ 

If $f \in FP$ then we say that $f$ is polynomial time computable.
2.4 Complexity of functions

One example we have already seen of a function in FP is addition of binary integers. In fact all of the basic integer arithmetic operations are polynomial time computable. Our next result is a proof of this for multiplication.

**Proposition 2.10** If $\text{mult} : \mathbb{Z}^+ \times \mathbb{Z}^+ \rightarrow \mathbb{Z}^+$ is defined by $\text{mult}(a, b) = ab$ then $\text{mult} \in \text{FP}$.

**Proof:** First note that multiplication by two is easy to implement. For a binary integer $a$ we simply shift all of its digits left by a single place and add a zero to the right of $a$. We denote this operation by $2 \times a$. Consider the following algorithm.

**Algorithm 2.11** Integer Multiplication.

Input: $n$-bit binary integers $a = a_n \cdots a_1$ and $b = b_n \cdots b_1$.
Output: $\text{mult}(a, b)$ in binary.
Algorithm:

$m \leftarrow 0$
for $i = 1$ to $n$
    if $b_i = 1$ then $m \leftarrow m + a$
    $a \leftarrow 2 \times a$
next $i$
output $m$.

It is easy to see that this algorithm works. The fact that it runs in polynomial time follows simply from the observation that the for loop is repeated at most $n$ times and each line of the algorithm involves basic polynomial time operations on integers with at most $2n$ bits. Hence $\text{mult} \in \text{FP}$. □

Another important example of a polynomial time computable function is exponentiation. We have to be careful, since given integers $a$ and $b$ we cannot in general write down $a^b$ (in binary) in less space than $O(b)$ and this would be exponential in the input size which is $O(\log a + \log b)$. We can avoid this problem if we work modulo an integer $c$.

**Proposition 2.12** The function $\text{exp}(a, b, c) : \mathbb{Z}^+ \times \mathbb{Z}^+ \times \mathbb{Z}^+ \rightarrow \mathbb{Z}_c$, defined by $\text{exp}(a, b, c) = a^b \mod c$, belongs to FP.

**Proof:** We will use the following algorithm.
Algorithm 2.13  Exponentiation.

Input: binary integers \( a = a_k \cdots a_1, b = b_m \cdots b_1, c = c_n \cdots c_1 \).
Output: \( a^b \mod c \).

Algorithm:
\[
e \leftarrow 1 \\
\text{for } i = 1 \text{ to } m \\
\quad \text{if } b_i = 1 \text{ then } e \leftarrow \text{mult}(e, a) \mod c \\
\quad \quad a \leftarrow \text{mult}(a, a) \mod c \\
\text{next } i \\
\text{output } e.
\]

Since \( \text{mult} \in \text{FP} \) and all of the integers being multiplied in Algorithm 2.13 are bounded above by \( c \) then each line of Algorithm 2.13 can be performed in polynomial time. The for loop is repeated \( m \) times so the whole algorithm is polynomial time. Hence \( \exp \in \text{FP} \). \( \square \)

Our final example of a polynomial time computable function is the greatest common divisor function \( \gcd : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} \)

\[
\gcd(a, b) = \max\{d \geq 1 \mid d \text{ divides } a \text{ and } d \text{ divides } b\}.
\]

Proposition 2.14  The function \( \gcd \) belongs to \( \text{FP} \).

Proof: The obvious example of a polynomial time algorithm for computing the greatest common divisor of two integers is Euclid’s algorithm.

Algorithm 2.15  Euclid’s algorithm

Input: binary integers \( a \geq b \geq 1 \).
Output: \( \gcd(a, b) \).

Algorithm:
\[
r_0 \leftarrow a \\
r_1 \leftarrow b \\
i \leftarrow 1 \\
\text{while } r_i \neq 0 \\
\quad i \leftarrow i + 1 \\
\quad r_i \leftarrow r_i - 2 \mod r_{i-1}
\text{end-while} \\
\text{output } r_{i-1}.
\]
If the input integers are \( a \geq b \geq 1 \) then the algorithm proceeds by repeated division with remainder. (In each case \( q_i = \lfloor r_{i-2}/r_{i-1} \rfloor \).)

\[
\begin{align*}
a &= q_2 b + r_2, & 0 \leq r_2 < b, \\
b &= q_3 r_2 + r_3, & 0 \leq r_3 < r_2, \\
r_2 &= q_4 r_3 + r_4, & 0 \leq r_4 < r_3, \\
& \vdots \\
r_{k-3} &= q_{k-1} r_{k-2} + r_{k-1}, & 0 \leq r_{k-1} < r_{k-2}, \\
r_{k-2} &= q_k r_{k-1} + r_k, & r_k = 0.
\end{align*}
\]

The algorithm halts when \( r_k = 0 \) and then outputs \( \gcd(a, b) = r_{k-1} \). It is easy to check that this algorithm is correct. (For integers \( c \) and \( d \) we denote the fact that \( c \) divides \( d \) exactly by \( c|d \).)

First note that \( r_k = 0 \) implies that \( r_{k-1}|r_{k-2} \) and hence \( r_{k-1}|r_{k-3} \). Continuing up the array of equations we see that \( r_{k-1}|r_i \) for any \( 2 \leq i \leq k-2 \) and hence \( r_{k-1}|a \) and \( r_{k-1}|b \). Thus \( r_{k-1}|\gcd(a, b) \). Conversely if \( d|a \) and \( d|b \) then working from the first equation down we see that \( d|r_i \) for \( 2 \leq i \leq k \) so \( \gcd(a, b)|r_{k-1} \). Hence \( r_{k-1} = \gcd(a, b) \) as required.

To complete the proof we need to show that this is a polynomial time algorithm. Each line of Algorithm 2.15 can be executed in polynomial time (since the basic arithmetic operations involved can be performed in polynomial time). We simply need to prove that the number of times the while loop is repeated is bounded by a polynomial in the input size: \( \log a + \log b \).

Consider the relative sizes of \( r_i \) and \( r_{i+2} \) for \( 2 \leq i \leq k-2 \). Since \( q_{i+2} \geq 1, r_i = q_{i+2} r_{i+1} + r_{i+2} \) and \( 0 \leq r_{i+2} < r_{i+1} \), we have \( r_{i+2} < r_i/2 \). Hence the while loop is repeated at most \( 2\lceil \log a \rceil \) times and so Algorithm 2.15 is polynomial-time.

Exercise 2.6\(^b\) Show that the divisor function, \( \text{div} : \mathbb{Z}^+ \times \mathbb{N} \rightarrow \mathbb{Z}^+ \), defined by \( \text{div}(a, b) = \lfloor a/b \rfloor \), belongs to FP.

### 2.5 Space complexity

Up to this point the only computational resource we have considered is time. Another resource that limits our ability to perform computations is space. We now introduce the necessary definitions to discuss the space complexity of a DTM.

If a DTM halts on input \( x \in \Sigma_0^* \), then the space used on input \( x \) is the number of distinct tape squares examined by the read–write head of the machine during its computation. We denote this by \( s_M(x) \).
If $M$ is a DTM that halts for every input $x \in \Sigma_0^*$, then the space complexity of $M$ is the function $S_M : \mathbb{N} \rightarrow \mathbb{N}$ defined by

$$S_M(n) = \max \{ s \mid \text{there exists } x \in \Sigma_0^n \text{ such that } s_M(x) = s \}.$$ 

The most important space complexity class is the class of languages that can be decided in polynomial space,

$$\text{PSPACE} = \{ L \subseteq \Sigma_0^* \mid \text{there is a DTM } M \text{ which decides } L \text{ and a polynomial, } p(n), \text{ such that } S_M(n) \leq p(n) \text{ for all } n \geq 1 \}.$$ 

Clearly space is a more valuable resource than time in the sense that the amount of space used in a computation is always bounded above by the amount of time the computation takes.

**Proposition 2.16** If a language $L$ can be decided in time $f(n)$ then $L$ can be decided in space $f(n)$.

**Proof:** The number of squares examined by the read–write head of any DTM cannot be more than the number of steps it takes. \qed

This yields the following obvious corollary.

**Corollary 2.17** $P \subseteq \text{PSPACE}$.

Another important time complexity class is the class of languages decidable in exponential time

$$\text{EXP} = \{ L \subseteq \Sigma_0^* \mid \text{there is a DTM } M \text{ which decides } L \text{ and a polynomial, } p(n), \text{ such that } T_M(n) \leq 2^{p(n)} \text{ for all } n \geq 1 \}.$$ 

Our next theorem tells us that although space may be more valuable than time, given an exponential amount of time we can compute anything that can be computed in polynomial space.

**Theorem 2.18** $P \subseteq \text{PSPACE} \subseteq \text{EXP}$

**Proof:** We have already seen that $P \subseteq \text{PSPACE}$, so we prove $\text{PSPACE} \subseteq \text{EXP}$. Suppose a language $L$ belongs to PSPACE. Then there exists a polynomial $p(n)$ and a DTM $M$ such that $M$ decides $L$ and halts after using at most $p(|x|)$ tape squares on input $x \in \Sigma_0^*$. The basic idea we use is that since $M$ halts it can never enter the same configuration twice (where a configuration consists of the machine’s state, the position of the read–write head and the tape contents) since if it did then it would be in an infinite loop and so never halt.
To be precise consider an input \( x \in \Sigma_0^n \). If \(|\Sigma| = m\) and \(|\Gamma| = k\) then at any point in the computation the current configuration of the machine can be described by specifying:

(i) the current state,
(ii) the position of the read–write head,
(iii) the contents of the tape.

There are \( k \) possibilities for (i) and, since the computation uses at most \( p(n) \) tape squares, there are at most \( p(n) \) possibilities for (ii). Now, since each tape square contains a symbol from \( \Sigma \) and the contents of any square that is not visited by the read–write head cannot change during the computation, there are \( m^{p(n)} \) possibilities for (iii). Hence in total there are \( kp(n)m^{p(n)} \) possible configurations for \( M \) during its computation on input \( x \).

Can any of these configurations ever be repeated? Clearly not, since if they were then the machine would have entered a loop and would never halt. Hence

\[
t_M(x) \leq kp(n)m^{p(n)}.
\]

So if \( q(n) \) is a polynomial satisfying

\[
\log k + \log p(n) + p(n) \log m \leq q(n),
\]

then \( L \) can be decided in time \( 2^{q(n)} \) and so \( L \in \text{EXP} \) as required. \( \square \)

It is known that \( \text{P} \neq \text{EXP} \), for a proof see for example Hopcroft and Ullman (1979). However, whether \( \text{PSPACE} = \text{EXP} \) is a major open problem. If this were true it would imply that \( \text{P} \neq \text{PSPACE} \) and this is not known. An example of a language which is in \( \text{EXP} \) but not known to belong to \( \text{PSPACE} \) is given by the following decision problem.

**EXP BOUNDED HALTING**

Input: a DTM \( M \), a string \( x \) and a binary integer \( n \geq 1 \).

Question: does \( M \) halt on input \( x \) in time \( n \)?

### Problems

2.1 Let \( f(n) = n^{\log n} \). Let \( p(n) \) and \( q(n) \geq n \) be polynomials. Show that for \( n \) sufficiently large \( f(n) \) satisfies

\[
p(n) < f(n) < 2^{q(n)}.
\]

2.2 A *palindrome* is a a binary string that is identical when read in either direction, e.g. 0010100 or 11011011. Describe a DTM that decides the
language

\[ L_{\text{PAL}} = \{ x \in \Sigma_0^* \mid x \text{ is a palindrome} \}. \]

(a) What is the time complexity of your machine?
(b) Show that \( L_{\text{PAL}} \) can be decided by a DTM that uses space \( O(n) \).
(c) What lower bounds can you give for the time complexity of any DTM that decides \( L_{\text{PAL}} \)?

2.3b Describe a DTM for deciding unary divisibility. That is it takes input \( a, b \) in unary and accepts if \( a \) divides \( b \) exactly otherwise it rejects.

2.4b Consider the following generalisation of a DTM. A \( k \)-tape DTM is a machine with \( k \) tapes and \( k \) corresponding read–write heads (one for each tape). The transition function now takes the current machine state, and the contents of the \( k \) squares currently scanned by the \( k \) read–write heads and returns the new state for the machine, the new symbol to write in each of the \( k \) current squares and the movements left or right of the \( k \) read–write heads. Describe a 3-tape DTM for binary integer multiplication. (Do not describe this machine in detail, simply sketch how it works when given input \( a \times b \).) What is the time complexity of your machine in \( O \)-notation? (As before a single step is one application of the transition function.)

2.5a Let COMPOSITE be the following decision problem.

COMPOSITE
Input: an integer \( n \geq 2 \).
Question: is \( n \) composite?

Show that \( \text{COMPOSITE} \in \mathbb{P} \) if and only if \( \text{PRIME} \in \mathbb{P} \).

2.6a A Boolean formula \( f(x_1, \ldots, x_n) \) is in \emph{disjunctive normal form}, or DNF, if it is written as

\[ f(x_1, \ldots, x_n) = \bigvee_{k=1}^{m} C_k, \]

where here each \emph{clause}, \( C_k \), is a conjunction of literals (e.g. \( x_1 \land \bar{x}_3 \land x_7 \)). Show that the following problem belongs to \( \mathbb{P} \).

DNF-SAT
Input: a Boolean formula \( f \) in DNF.
Question: is \( f \) satisfiable?

2.7b If \( a \in \mathbb{Z}_n^* \) then the \emph{inverse} of \( a \) mod \( n \) is the unique \( b \in \mathbb{Z}_n^* \) such that \( ab = 1 \) mod \( n \). Show that given \( n \in \mathbb{Z} \) and \( a \in \mathbb{Z}_n^* \) the inverse of \( a \) mod \( n \) can be computed in polynomial time using Euclid’s algorithm. Find the inverse of \( a = 10 \) mod 27.
2.5 Space complexity

2.8 Show that the square root function, \( \sqrt{n} : \mathbb{Z}^+ \rightarrow \mathbb{Z}^+ \), \( \sqrt{n} = \lfloor \sqrt{n} \rfloor \), belongs to FP.

2.9a The Fibonacci sequence \( \{F_n\}_{n=0}^{\infty} \) is defined by \( F_0 = F_1 = 1 \) and \( F_n = F_{n-1} + F_{n-2} \) for \( n \geq 2 \).
   (a) Show that if we use Euclid’s algorithm to calculate the greatest common divisor of \( F_n \) and \( F_{n-1} \) the number of division steps is \( n - 1 \).
   (b) Show that \( F_n \leq 2^n \).
   (c) Give a lower bound on the worst-case performance of Euclid’s algorithm in terms of the number of division steps performed when given two \( n \)-bit integers.

2.10b Karatsuba’s method for multiplication. Consider the following method for integer multiplication. Given two \( n \)-bit integers
   \[
   a = 2^{n/2}u + v \quad \text{and} \quad b = 2^{n/2}x + y,
   \]
   where \( u, v, x \) and \( y \) are \((n/2)\)-bit integers, we can obviously compute \( ab \) using four multiplications of \((n/2)\)-bit integers
   \[
   ab = 2^nux + 2^{n/2}(uy + vx) + vy.
   \]
   Let \( M_n \) denote the time taken to multiply two \( n \)-bit integers using this method. Ignoring the time taken to perform additions and multiplications by powers of 2 show that this gives \( M_n = O(n^2) \).
   Karatsuba showed that you can reduce the number of multiplications required from four to three, using the fact that
   \[
   uy + vx = (u + v)(x + y) - ux - vy.
   \]
   Show that in this case we have \( M_n = O(n \log_2 3) \).

2.11b Suppose that a language \( L \) is decided in space \( S(n) \) by a DTM with alphabet \( \Sigma \) and set of states \( \Gamma \). What upper bound can you give for the time required to decide \( L \)?

2.12a For an acceptor DTM \( M \) and \( x \in \Sigma^*_0 \), let \( i_M(x) \) be the amount of ink used in \( M \)’s computation on input \( x \). This is defined to be the number of times \( M \) writes a new non-blank symbol in a square. (So \( i_M(x) \) counts all transitions of \( M \) except those that replace a symbol by \( * \) or leave the symbol unchanged.) The ink complexity of \( M \) is then defined by
   \[
   I_M(n) = \max \{ i \mid \text{there exists } x \in \Sigma^n_0 \text{ such that } i_M(x) = i \}.
   \]
   Show that \( L_{\text{PAL}} \) (defined in Problem 2.2) can be decided by a DTM that uses no ink. (That is a machine \( M \) such that \( I_M(n) = 0 \).)
Further notes

Turing machines as a formal model of computation were introduced by A. Turing (1936) and their equivalence to other classical notions of computability resulting in the Church–Turing thesis was a major part of recursion theory; see for example the classical text by Rogers (1967).

The origins of complexity theory can be traced back to Hartmanis and Stearns (1965) though the notion of $P$ as a fundamental class is generally attributed to Cobham (1964) and Edmonds (1965).

We note that some large instances (up to 25 000 cities) of the Travelling Salesman Problem (TSP) have been solved using cutting plane methods. See Dantzig, Fulkerson and Johnson (1954) and Applegate et al. (2003). However, no TSP algorithm is known which is guaranteed to always perform less than $2^n$ operations on an input of $n$ cities.

Proposition 2.9 that 2-SAT is in $P$ was pointed out by Cook (1971).
3

Non-deterministic computation

3.1 Non-deterministic polynomial time – NP

Consider the following algorithm for the decision problem SAT.

**Algorithm 3.1 Naive SAT-solver.**

Input: a Boolean formula \( f(x_1, \ldots, x_n) \) in CNF.
Output: true if \( f \) is satisfiable and false otherwise.

Algorithm:
for each possible truth assignment \( x \in \{0, 1\}^n \)
    if \( f(x) = 1 \) then output true.
next \( x \)
output false

This algorithm is completely impractical since if \( f \) is unsatisfiable then it will try all \( 2^n \) possible truth assignments before halting and so in the worst case it has exponential running time. Unfortunately there are no known algorithms for SAT that perform significantly better. A naive explanation for this is that the obvious way to show that a formula \( f \) is satisfiable is to find a satisfying truth assignment. But there are too many possible truth assignments to be able to check them all in polynomial time.

Consider some of the other decision problems we have seen so far. In most cases we could give a similar ‘search algorithm’ to the one described above for SAT. For example, a search algorithm for 3-COL could simply consider all \( 3^n \) possible 3-colourings of a given graph, and check to see if any of them are legal. Again this would give an exponential time algorithm.

But why are these algorithms so slow? Given a possible truth assignment for an instance of SAT we can quickly check whether it is satisfying. Similarly,
given a possible 3-colouring of a graph we can quickly verify whether it is a legal colouring. These algorithms have exponential running time because in the worst case they need to check an exponential number of possible truth assignments or colourings. However, if a given instance of SAT is satisfiable then we know there must exist a satisfying truth assignment. Equally, if a graph is 3-colourable then a legal 3-colouring of it must exist.

Previously we considered algorithms for solving decision problems. In this chapter we consider a different type of question. We wish to identify those decision problems, such as SAT or 3-COL, with the property that if a given instance of the problem is true then there exists a ‘succinct certificate’ of this fact.

One way of looking at this question is to consider the following hypothetical situation. Suppose we had an instance, \( f(x_1, \ldots, x_n) \), of SAT which we knew to be satisfiable. Could we convince a sceptical observer of this fact in a reasonable amount of time? Certainly, simply give the observer the instance \( f \) together with a satisfying truth assignment \( x \). Where this truth assignment has come from is not our concern, the important point is that if \( f \) is satisfiable then such a truth assignment must exist. Our observer could then check that this truth assignment satisfies \( f \). The observer’s checking procedure could clearly be implemented as a polynomial time algorithm. Thus a satisfying truth assignment is a succinct certificate for the satisfiability of \( f \), since it certifies that \( f \) is satisfiable and can be checked quickly.

As we have already noted, many decision problems have obvious succinct certificates. (See Figure 3.1.)

It is important to emphasise that the certificate being checked in each of the above examples need not be found in polynomial time. We are simply asserting that, if an instance of a particular decision problem is true, then there exists a succinct certificate which when presented to a sceptical observer allows him or her to verify in polynomial time that a particular instance of the problem is true.

Consider the example of COMPOSITE. In this case a succinct certificate proving that a particular integer \( n \) is composite is a proper, non-trivial factor of the input. Given such a factor we can easily check in polynomial time that

<table>
<thead>
<tr>
<th>Decision Problem</th>
<th>Succinct Certificate</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAT</td>
<td>A satisfying truth assignment for the input formula ( f )</td>
</tr>
<tr>
<td>3-COL</td>
<td>A legal 3-colouring of the input graph ( G )</td>
</tr>
<tr>
<td>( k )-CLIQUE</td>
<td>A clique of order ( k ) in the input graph ( G )</td>
</tr>
<tr>
<td>COMPOSITE</td>
<td>A proper non-trivial factor of the input integer ( n )</td>
</tr>
</tbody>
</table>

Fig. 3.1 Examples of decision problems with succinct certificates.
it divides $n$ exactly (finding such a factor in polynomial time is a completely separate problem). Our sceptical observer could use the following polynomial time checking algorithm in this case.

\begin{algorithm}
\textbf{Algorithm 3.2 Factor checking.}
\begin{algorithmic}
\STATE Input: integer $n$ and possible factor $d$.
\STATE Output: true iff $d$ is a proper non-trivial factor of $n$.
\STATE Checking algorithm:
\STATE \hspace{1em} if $d$ divides $n$ exactly and $2 \leq d \leq n - 1$ \then output true
\STATE \hspace{1em} else output false.
\end{algorithmic}
\end{algorithm}

If $n$ is composite then for a suitable choice of $d$ the checking algorithm will verify this fact. However, if $n$ is prime then no matter what value of $d$ is given to the checking algorithm it will always output false. Moreover this is clearly a polynomial time algorithm.

It is important to note that we cannot deduce that a number $n$ is prime simply because this checking algorithm, when given $n$ and a particular possible factor $d$, gives the answer false. If $n$ is composite but $d$ is not a factor of $n$ then this algorithm will output false. We are simply claiming that if this checking algorithm is given a composite integer $n$ together with a factor $d$ then it will output true and furthermore if $n$ is composite then such a factor exists.

When a decision problem $\Pi$ has a succinct certificate which can be used to check that a given instance is true in polynomial time then we say that the associated language $L_\Pi$ is accepted in \textit{non-deterministic polynomial time}. Equivalently we say that $L_\Pi$ belongs to the complexity class NP.

We can formalise this definition as follows. For $x, y \in \Sigma_0^*$ we let $x y$ denote the string consisting of $x$ followed by a blank square, followed by $y$. A language $L \subseteq \Sigma_0^*$ is said to belong to NP if there is a DTM $M$ and a polynomial $p(n)$ such that $T_M(n) \leq p(n)$ and on any input $x \in \Sigma_0^*$:

\begin{enumerate}
\item if $x \in L$ then there exists a certificate $y \in \Sigma_0^*$ such that $|y| \leq p(|x|)$ and $M$ accepts the input string $x y$;
\item if $x \not\in L$ then for any string $y \in \Sigma_0^*$, $M$ rejects the input string $x y$.
\end{enumerate}

In other words a language $L$ belongs to NP if there is a polynomial time algorithm which when given an input $x \in L$, together with a correct polynomial length certificate $y$, accepts $x$; but when given an input $x \not\in L$ will always reject, no matter which incorrect certificate $y$ is given.
An obvious question to ask is how the class $NP$ is related to $P$. It is easy to see that $P \subseteq NP$.

**Proposition 3.3** $P \subseteq NP$.

*Proof:* If $L \in P$ then there is a polynomial time DTM that decides $L$. Hence we do not need a certificate to verify that a particular input $x \in \Sigma_0^*$ belongs to $L$. Our checking algorithm simply takes an input $x \in \Sigma_0^*$ and decides whether or not $x$ belongs to $L$ directly, in polynomial time.

Checking a certificate seems to be a far easier task than deciding if such a certificate exists. Indeed it is widely believed that $P \neq NP$. However, this is currently one of the most important open problems in theoretical computer science. It is one of the seven ‘Millennium Problems’ chosen by the Clay Institute with a prize of $1\,000\,000 offered for its solution.

How much larger can $NP$ be than $P$? Our next result says that any language in $NP$ can be decided in polynomial space. We simply try each possible certificate in turn. Since any possible certificate is of polynomial length, we can check all possible certificates using a polynomial amount of space by reusing the same tape squares for successive certificates.

**Theorem 3.4** $NP \subseteq PSPACE$.

*Proof:* Suppose that $L \in NP$ then there is a polynomial, $p(n)$, and a DTM $M$ such that $T_M(n) \leq p(n)$ and on any input $x \in \Sigma_0^*$:

(i) if $x \in L$ then there is a certificate $y \in \Sigma_0^*$ such that $|y| \leq p(|x|)$ and $M$ accepts the input string $xy$;

(ii) if $x \notin L$ then for any string $y \in \Sigma_0^*$, $M$ rejects the input string $xy$.

We form a new DTM $N$ that on input $x$ produces each possible string $y \in \Sigma_0^*$ of length at most $p(|x|)$ in turn and mimics the computation of $M$ on the string $xy$. Since $M$ always halts after at most $p(|x|)$ steps, each time we simulate the computation of $M$ on $xy$ at most $2p(|x|) + 1$ tape squares are required and these squares can be reused for each possible $y$. We also need some tape squares to store $x$ and the current possible certificate $y$ at each stage so that we can restart the next stage of the computation with the string $xz$ where $z$ is the next possible certificate after $y$. So in total $N$ will use space $O(p(|x|) + |x|)$. If $x \in L$ then when we reach a good certificate $y$ such that $M$ would accept $xy$ we make $N$ halt in state $\gamma_T$. If $x \notin L$ then at no point would $M$ accept $xy$ and so after trying each possible certificate in turn we halt $N$ in state $\gamma_F$. The DTM $N$ clearly decides $L$ in polynomial space. Hence $L \in PSPACE$ and so $NP \subseteq PSPACE$.  

$\square$
It is generally believed that $\text{NP} \neq \text{PSPACE}$ although this is not known to be true. For an example of a language that belongs to PSPACE but is not believed to belong to NP see Exercise 3.2.

**Exercise 3.1**
For each of the following decision problems describe a certificate to show that it belongs to NP. In each case say whether or not you believe it also belongs to P.

(i) **SUBSET SUM**  
Input: a finite set of positive integers $A$ and an integer $t$.  
Question: is there a subset of $A$ whose sum is exactly $t$?

(ii) **DIV 3**  
Input: a finite set $A \subseteq \mathbb{Z}^+$.  
Question: is there a subset $S \subseteq A$ such that $\sum_{s \in S} s$ is divisible by three?

(iii) **GRAPH ISOMORPHISM**  
Input: two graphs $G$ and $H$.  
Question: are $G$ and $H$ isomorphic?

(iv) **HAMILTON CYCLE**  
Input: a graph $G$.  
Question: is $G$ Hamiltonian?

**Exercise 3.2**  
Prove that QBF, defined below, belongs to PSPACE.

**QBF**  
Input: a quantified Boolean formula  
$$F = (Q_1x_1)(Q_2x_2) \cdots (Q_nx_n)B(x_1, \ldots, x_n),$$  
where $B(x_1, \ldots, x_n)$ is a Boolean expression in the variables $x_1, \ldots, x_n$ and each $Q_i$ is a quantifier $\forall$ or $\exists$.  
Question: is $F$ true?

### 3.2 Polynomial time reductions

There are many situations where the ability to solve a problem $\Pi_1$ would enable us to also solve a problem $\Pi_2$. The simplest example of this phenomenon is when we can convert an instance, $I$, of $\Pi_1$ into an instance, $f(I)$, of $\Pi_2$ and by solving $f(I)$ obtain an answer for $I$. Consider the following decision problem. (Recall that an independent set in a graph is a collection of vertices containing no edges.)
INDEPENDENT SET
Input: a graph $G$ and an integer $k$.
Question: does $G$ contain an independent set of order $k$?

This is obviously closely related to the problem CLIQUE. Suppose we had an efficient algorithm for CLIQUE then given an instance of INDEPENDENT SET, consisting of a graph $G$ and an integer $k$, we could form the graph $G^c$, the complement of $G$. This is the graph on the same vertex set as $G$ but with an edge present in $G^c$ if and only if it is missing from $G$. Now pass $G^c$ and $k$ to our algorithm for CLIQUE. It will return the answer true if and only if the original graph contained an independent set of order $k$. Hence the ability to solve CLIQUE would also allow us to solve INDEPENDENT SET. Moreover the conversion from an instance of INDEPENDENT SET to an instance of CLIQUE could clearly be achieved in polynomial time. We formalise this idea of a polynomial time reduction as follows.

If $A, B \subseteq \Sigma_0^*$ and $f : \Sigma_0^* \rightarrow \Sigma_0^*$ satisfies $x \in A \iff f(x) \in B$, then $f$ is a reduction from $A$ to $B$. If in addition $f \in \text{FP}$ then $f$ is a polynomial time reduction from $A$ to $B$. When such a function exists we say that $A$ is polynomially reducible to $B$ and write $A \leq_m B$.

The following simple but important lemma shows why the symbol $\leq_m$ is appropriate. It says that if $A \leq_m B$ and $B \in \text{P}$ then $A \in \text{P}$.

**Lemma 3.5** If $A \leq_m B$ and $B \in \text{P}$ then $A \in \text{P}$.

**Proof:** If $A \leq_m B$ and $B \in \text{P}$ then there exist two DTMs, $M$ and $N$, with the following properties:

(i) $M$ computes a function $f : \Sigma_0^* \rightarrow \Sigma_0^*$ satisfying $x \in A \iff f(x) \in B$;
(ii) there is a polynomial $p(n)$ such that $T_M(n) \leq p(n)$;
(iii) $N$ decides the language $B$;
(iv) there is a polynomial $q(n)$ such that $T_N(n) \leq q(n)$.

We now construct a polynomial time DTM which will decide $A$. Given an input $x \in \Sigma_0^n$ we give $x$ as input to $M$, to obtain $f(x)$. We then pass $f(x)$ to $N$ and accept or reject according to whether $N$ accepts or rejects $f(x)$.

Since $M$ computes a reduction from $A$ to $B$ and $N$ decides the language $B$, our new DTM certainly decides $A$. To see that it runs in polynomial time we note that the time taken to compute $f(x)$ by $M$ is at most $p(n)$. Moreover $T_M(n) \leq p(n)$ implies that $|f(x)| \leq p(n) + n$. This is because the machine $M$ starts with a string of length $n$ on its tape and halts after at most $p(n)$ steps, so when it halts it cannot have more than $p(n) + n$ non-blank tape squares.
Thus the time taken by $N$ on input $f(x)$ is at most $q(p(n) + n)$. Hence the total running time of our new machine is at most $p(n) + q(p(n) + n)$, which is still polynomial in $n$, the input size. Hence $A \in \mathbb{P}$ as required. \hfill $\square$

A similar result is clearly true if we replace $\mathbb{P}$ by $\mathbb{NP}$.

**Lemma 3.6** If $B \in \mathbb{NP}$ and $A \leq_m B$ then $A \in \mathbb{NP}$.

Our next result says that if $B$ is at least as difficult as $A$, and $C$ is at least as difficult as $B$, then $C$ is at least as difficult as $A$. More succinctly the relation $\leq_m$ is transitive.

**Lemma 3.7** If $A \leq_m B$ and $B \leq_m C$ then $A \leq_m C$.

Both Lemmas 3.6 and 3.7 are routine to prove and are left as exercises for the reader. (See Exercises 3.3 and 3.4.)

**Exercise 3.3** Prove that if $A$ and $B$ are languages, $B \in \mathbb{NP}$ and $A \leq_m B$ then $A \in \mathbb{NP}$ (Lemma 3.6).

**Exercise 3.4** Prove that if $A$, $B$ and $C$ are languages, $A \leq_m B$ and $B \leq_m C$ then $A \leq_m C$ (Lemma 3.7).

### 3.3 NP-completeness

Having introduced the notion of one language being at least as difficult as another language an obvious question to ask is: does $\mathbb{NP}$ contain ‘hardest’ languages? By this we mean do there exist examples of languages that belong to $\mathbb{NP}$ and which are at least as difficult as any other language in $\mathbb{NP}$. Accordingly we define a language $L$ to be *NP-complete* if

(i) $L \in \mathbb{NP}$,

(ii) if $A \in \mathbb{NP}$ then $A \leq_m L$.

The fact that such languages exist is probably the most important result in complexity theory. The fact that most languages arising in practice that belong to $\mathbb{NP}$ but which are not known to belong to $\mathbb{P}$ are in fact $\mathbb{NP}$-complete makes this even more intriguing.

Before proving the existence of NP-complete languages we give two results showing how important NP-complete languages are. The first says that determining the true difficulty of any NP-complete language is an incredibly important question since if *any* NP-complete language is tractable then they all are.
Proposition 3.8 If any NP-complete language belongs to $P$ then $P = NP$.

Proof: Since $P \subseteq NP$ it is sufficient to show that $NP \subseteq P$. Suppose $L$ is NP-complete and also belongs to $P$. If $A \in NP$ then $A \leq_m L$ and so Lemma 3.5 implies that $A \in P$. Hence $NP \subseteq P$ as required. \qed

Our next result will allow us to prove that many languages are NP-complete once we find a single ‘natural’ example of such a language.

Proposition 3.9 If $L$ is NP-complete, $A \in NP$ and $L \leq_m A$ then $A$ is also NP-complete.

Proof: This follows directly from Lemma 3.7. \qed

The following result due to Cook (1971) is the fundamental theorem of complexity theory. It provides a very natural example of an NP-complete language.

Theorem 3.10 SAT is NP-complete.

Before giving the proof of Theorem 3.10 we prove an easier result.

Theorem 3.11 NP-complete languages exist.

Proof: The following language is NP-complete.

BOUNDED HALTING (BH)
Input: $p_M x 1^t$, where $p_M$ is a description of a DTM $M$; $1^t$ is a string of $t$ ones and $x \in \Sigma_0^*$. 
Question: Does there exist a certificate $y \in \Sigma_0^*$ such that $M$ accepts $xy$ in time bounded by $t$?

BH belongs to NP since a certificate is simply $y \in \Sigma_0^*$ such that the DTM $M$ accepts $xy$ in at most $t$ steps.

We now wish to show that any language $L \in NP$ is polynomially reducible to BH. Let $L \in NP$ and $M$ be a DTM for $L$ given by the definition of NP, with corresponding polynomial $p(n)$. Now consider the function $f(x) = p_M x 1^{p(|x|)}$. Then $f \in FP$, since $p_M$ is independent of $x$ (it depends only on the language $L$); $x$ can be copied in linear time and the string $1^{p(|x|)}$ can be written in time $O(p(|x|))$.

Moreover, $x \in L$ if and only if there exists a certificate $y \in \Sigma_0^*$ such that $x y$ is accepted by $M$ in time $p(|x|)$. But by definition of BH this is true if and only if $p_M x 1^{p(|x|)} \in BH$. Thus $x \in L \iff f(x) \in BH$.

Hence $L \leq_m BH$ and so BH is NP-complete. \qed
This is an interesting theoretical result but of little practical use when trying to find other examples of NP-complete languages. In order to do this we need to give a more natural example of an NP-complete language. For this reason we now give a proof of Cook’s Theorem.

Proof of Theorem 3.10: First note that SAT ∈ NP: a succinct certificate is a satisfying truth assignment. We need to show that for any language $L \in$ NP we have $L \leq_m$ SAT.

Let $L \in$ NP then, by definition of NP, there exists a DTM $M$ and a polynomial $p(n)$ such that $T_M(n) \leq p(n)$ and on any input $x \in \Sigma_0^*$:

(i) if $x \in L$ then there exists $y \in \Sigma_0^*$ such that $|y| \leq p(|x|)$ and $M$ accepts the input string $xy$;

(ii) if $x \not\in L$ then for any string $y \in \Sigma_0^*$, $M$ rejects the input string $xy$.

Our polynomial reduction from $L$ to SAT will take any possible input $x \in \Sigma_0^*$ and construct an instance of SAT, say $S_x$, such that $S_x$ is satisfiable if and only if $x \in L$. Using the definition of NP this is equivalent to saying that $S_x$ is satisfiable if and only if there exists a certificate $y \in \Sigma_0^*$, with $|y| \leq p(|x|)$, such that $M$ accepts the input $xy$.

Let the alphabet be $\Sigma = \{\sigma_0, \ldots, \sigma_l\}$ and the set of states be $\Gamma = \{\gamma_0, \ldots, \gamma_m\}$. We will suppose that the blank symbol * is $\sigma_0$, the initial state is $\gamma_0$ and the accept state is $\gamma_1$. We note that if $M$ accepts $xy$ in time $p(n)$, for some $y \in \Sigma_0^*$, then the only tape squares which can ever possibly be scanned are those a distance at most $p(n)$ from the starting square. Labelling the tape squares with the integers in the obvious way, with the starting square labelled by zero, we note that only the contents of tape squares $-p(n), \ldots, p(n)$ can play a role in $M$’s computation.

For $x \in \Sigma_0^*$ we construct $S_x$ from seven collections of clauses involving the following variables:

$$sq_{i,j,t}, \quad sc_{i,t} \quad \text{and} \quad st_{k,t}.$$ 

We think of these variables as having the following meanings (when they are true):

- $sq_{i,j,t}$ – ‘at time $t$ square $i$ contains symbol $\sigma_j$’,
- $sc_{i,t}$ – ‘at time $t$ the read-write head is scanning square $i$’,
- $st_{k,t}$ – ‘at time $t$ the machine is in state $\gamma_k$’.

In order to construct the groups of clauses we will frequently wish to ensure that exactly one of a collection of variables, say $z_1, \ldots, z_s$, is true. We use the
following notation to show how this can be achieved in CNF

\[ \text{Unique}(z_1, \ldots, z_s) = \left( \bigvee_{i=1}^{s} z_i \right) \land \left( \bigwedge_{1 \leq i < j \leq s} (\overline{z_i} \lor \overline{z_j}) \right). \]

It is easy to see that \( \text{Unique}(z_1, \ldots, z_s) \) is true if and only if exactly one of the variables \( z_1, \ldots, z_s \) is true.

The different collections of clauses in \( S_x \) ensure that different aspects of \( M' \)’s computation are correct.

(i) The read–write head cannot be in two places at the same time.

At any time \( t \) exactly one tape square is scanned by the read–write head:

\[ C_1 = \bigwedge_{t=0}^{p(n)} \text{Unique}(\text{sc}_{-p(n),t}, \ldots, \text{sc}_{p(n),t}). \]

(ii) Each square contains one symbol.

At any time \( t \) each tape square contains exactly one symbol:

\[ C_2 = \bigwedge_{i=-p(n)}^{p(n)} \bigwedge_{t=0}^{p(n)} \text{Unique}(\text{sq}_{i,0,t}, \ldots, \text{sq}_{i,l,t}). \]

(iii) The machine is always in a single state.

At any time \( t \) the machine \( M \) is in a single state:

\[ C_3 = \bigwedge_{t=0}^{p(n)} \text{Unique}(\text{st}_{0,t}, \ldots, \text{st}_{m,t}). \]

(iv) The computation starts correctly.

At time \( t = 0 \) the squares \(-p(n), \ldots, -1\) are blank, the squares \( 0, 1, \ldots, n \) contain the string \( x = \sigma_{j_0} \sigma_{j_1} \cdots \sigma_{j_{n-1}} \sigma_{j_n} \) and the squares \( n + 1 \) up to \( p(n) \) can contain anything (since any string in these squares could be a possible certificate \( y \in \Sigma_0^n \)). Moreover the starting position of the read–write head is at square zero and the initial state is \( \gamma_0 \):

\[ C_4 = \text{sc}_{0,0} \land \text{st}_{0,0} \land \bigwedge_{i=0}^{n} \text{sq}_{i,0,0} \land \bigwedge_{i=-p(n)}^{n} \text{sq}_{i,0,0}. \]

(v) The computation ends in acceptance.

At some time \( t \leq p(n) \) \( M \) enters the accept state \( \gamma_1 \):

\[ C_5 = \bigvee_{t=0}^{p(n)} \text{st}_{1,t}. \]
(vi) Only the symbol in the current square can change.

Only the symbol in the current square at time \( t \) can be changed at time \( t + 1 \):

\[ C_6 = \bigwedge_{i=-p(n)}^{p(n)} \bigwedge_{j=0}^{l} \bigwedge_{t=0}^{m} (sc_{i,t} \lor sq_{i,j,t} \lor sq_{i,j,t+1}) \land (sc_{i,t} \lor sq_{i,j,t} \lor sq_{i,j,t+1}). \]

(vii) The transition function determines the computation.

If at time \( t \) the machine is in state \( \gamma_k \), the read–write head is scanning square \( i \), and this square contains symbol \( \sigma_j \) then

\[ \delta(\gamma_k, \sigma_j) = (\gamma_p, \sigma_q, b) \]

describes the new state, the new symbol to write in square \( i \) and whether the read–write head moves left or right. (We have \( b = -1 \) if it moves left and \( b = 1 \) if it moves right.)

\[ C_7 = \bigwedge_{i=-p(n)}^{p(n)} \bigwedge_{j=0}^{l} \bigwedge_{t=0}^{m} (st_{k,t} \lor \overline{st}_{k,t} \lor \overline{st}_{k,j,t}) \lor (st_{p,t+1} \land sq_{i,q,t+1} \land sc_{i+b,t+1}). \]

(Note that for simplicity we have not written \( C_7 \) in CNF, it would be trivial to correct this.)

It is easy to see that if we define \( S_x \) to be the Boolean formula given by the conjunction of all the above collections of clauses we have an instance of SAT. Moreover it is not too difficult to check that the size of \( S_x \) is polynomial in the input size. (You can check that the number of variables in \( S_x \) is \( O(p(n)^2) \) and the total number of clauses is \( O(p(n)^3) \).)

Furthermore \( S_x \) is clearly satisfiable if and only if \( M \) accepts \( x y \), for some certificate \( y \in \Sigma_0^* \), in time at most \( p(n) \). (Given a satisfying assignment for \( S_x \) we can actually read off a good certificate: it will be described by the variables corresponding to the contents of tape squares \( n + 1 \) up to \( p(n) \) at time \( t = 0 \).)

Although the proof of Cook’s theorem is rather involved, once we have this single ‘natural’ example of an NP-complete language we can proceed to show that many other languages are NP-complete, using Proposition 3.9. Indeed many thousands of languages associated to decision problems from many different areas are now known to be NP-complete.

Recall the decision problem \( k \)-SAT from the previous chapter.

\( k \)-SAT
Input: a Boolean formula \( f \) in CNF with at most \( k \) literals per clause.
Question: is \( f \) satisfiable?
We know that 2-SAT belongs to \( P \) (this was Proposition 2.9) so how much more difficult can 3-SAT be?

**Proposition 3.12** 3-SAT is \( NP \)-complete.

**Proof:** Clearly 3-SAT \( \in NP \) since a succinct certificate is a satisfying truth assignment. Thus, by Proposition 3.9, the proof will be complete if we show that SAT \( \leq_m 3\text{-SAT} \). We show this using a method known as local replacement: we take an instance \( f \) of SAT and change it locally so as to give an instance \( g(f) \) of 3-SAT such that \( g(f) \) is satisfiable if and only if \( f \) is satisfiable.

Given an instance of SAT

\[
f(x_1, \ldots, x_n) = \bigwedge_{i=1}^{m} C_i,
\]

we leave clauses with at most three literals unchanged. Now consider a clause \( C_i = (z_1 \lor z_2 \lor \cdots \lor z_k) \) with at least four literals, so \( k \geq 4 \). Introduce \( k - 3 \) new variables \( y_1, \ldots, y_{k-3} \) and replace \( C_i \) by the conjunction of \( k - 2 \) new clauses each containing three literals

\[
D_i = (z_1 \lor z_2 \lor y_1) \land (z_3 \lor \overline{y}_1 \lor y_2) \land (z_4 \lor \overline{y}_2 \lor y_3) \land \cdots \land (z_{k-2} \lor \overline{y}_{k-4} \lor y_{k-3}) \land (z_{k-1} \lor z_k \lor \overline{y}_{k-3}).
\]

We claim that:

(i) the restriction of any satisfying truth assignment for \( D_i \) to \( z_1, z_2, \ldots, z_k \) is a satisfying truth assignment for \( C_i \).

(ii) Any truth assignment satisfying \( C_i \) may be extended to a satisfying truth assignment for \( D_i \).

If we can prove these two claims then we will have shown that there is a function \( g : \Sigma_0^* \rightarrow \Sigma_0^* \) satisfying \( f \in \text{SAT} \) if and only if \( g(f) \in 3\text{-SAT} \). The clauses in \( g(f) \) are simply those clauses in \( f \) which contain less than four literals together with the \( k - 2 \) clauses defined by \( D_i \) above for each clause \( C_i \) in \( f \) containing more than three literals. The fact that \( g \) belongs to \( \text{FP} \) follows from the fact that a clause with \( k \geq 4 \) literals is replaced by a collection of \( k - 2 \) clauses each containing 3 literals, hence \( |g(f)| = O(|f|) \), which is certainly polynomial in \( |f| \). Thus \( \text{SAT} \leq_m 3\text{-SAT} \) and so, by Proposition 3.9, 3-SAT is \( NP \)-complete.

We now need to prove the two claims. The first part is easy. Take a satisfying truth assignment for \( D_i \). If (i) does not hold then each \( z_j \) must be false, but then \( y_j = 1 \) for \( j = 1, \ldots, k - 3 \) and so the last clause in \( D_i \) is not satisfied. This contradiction proves (i).
To see that (ii) is also true suppose we have a satisfying truth assignment for \( C_i \), so at least one of the \( z_j \) is true. If \( z_1 = 1 \) or \( z_2 = 1 \), then setting each \( y_j \) equal to 0 satisfies \( D_i \). Similarly if \( z_{k-1} = 1 \) or \( z_k = 1 \) then setting each \( y_j \) equal to 1 satisfies \( D_i \). So we may suppose that \( k \geq 5 \) and

\[
  l = \min\{j \mid z_j = 1\}
\]

satisfies \( 3 \leq l \leq k - 2 \). Setting \( y_j = 1 \) for \( 1 \leq j \leq l - 2 \) and \( y_j = 0 \) for \( l - 1 \leq j \leq k - 3 \) satisfies \( D_i \). Hence (ii) also holds. \( \square \)

Our next example of an NP-complete problem is from graph theory.

3-COL
Input: a graph \( G \).
Question: is \( G \) 3-colourable?

**Proposition 3.13** 3-COL is NP-complete.

**Proof:** Clearly 3-COL \( \in \) NP, since given a colouring of a graph \( G \) it is easy to check that it is legal and that it uses at most 3 colours. We will show that 3-SAT \( \leq_m \) 3-COL, using a proof method known as component or gadget design.

Given an instance of 3-SAT

\[
f(x_1, \ldots, x_n) = \bigwedge_{i=1}^{m} C_i,
\]

we construct a graph \( G_f \) with the property that \( G_f \) is 3-colourable if and only if \( f \) is satisfiable. The graph \( G_f \) has two vertices for each variable: \( x_i \) and \( \overline{x_i} \), three special vertices \( T, F \) and \( R \) (we think of these as true, false and red) and a collection of six vertices corresponding to each clause, say \( a_i, b_i, c_i, d_i, e_i, f_i \) for clause \( C_i \).

The edges of \( G_f \) are as follows:

(i) \( \{x_i, \overline{x_i}\} \) for each \( i = 1, \ldots, n \) (these ensure that we cannot colour \( x_i \) and \( \overline{x_i} \) with the same colour);

(ii) \( \{R, T\}, \{T, F\}, \{F, R\} \) (so vertices \( T, F \) and \( R \) all receive distinct colours);

(iii) \( \{x_i, R\}, \{\overline{x_i}, R\} \) for each \( i = 1, \ldots, n \) (this ensures each literal is coloured the same colour as vertex \( T \) or \( F \) and hence is either ‘true’ or ‘false’);

(iv) The edges corresponding to clause \( C_i = (x \vee y \vee z) \) are \( \{x, a_i\}, \{y, b_i\}, \{a_i, b_i\}, \{a_i, c_i\}, \{b_i, c_i\}, \{c_i, d_i\}, \{z, e_i\}, \{d_i, e_i\}, \{d_i, f_i\}, \{e_i, f_i\}, \{f_i, F\} \).

(See Figure 3.2 to see how these work.)
Fig. 3.2 Edges corresponding to a clause in the 3-SAT to 3-COL reduction.

We claim that $G_f$ is 3-colourable if and only if the formula $f$ has a satisfying truth assignment.

Suppose first that $G_f$ is 3-colourable. Take a 3-colouring, $c$, of $G_f$ using the colours 0, 1 and ‘red’. The edges of type (ii) ensure that the vertices $T$, $F$ and $R$ receive different colours so we may suppose that they are coloured by name, that is $c(F) = 0$, $c(T) = 1$ and $c(R) = \text{red}$. Now the edges of types (i) and (iii) ensure that for $i = 1, \ldots, n$ one of $x_i$ and $\overline{x}_i$ is coloured 1 while the other is coloured 0. This gives an obvious truth assignment for $f$ which we will now show is satisfying.

Suppose it does not satisfy $f$, then there is a clause $C_i = (x \lor y \lor z)$ in which each of the literals $x$, $y$ and $z$ are false, so the corresponding vertices are coloured 0. However, if we consider Figure 3.2 (and the edges of type (iv)) then $c(x) = c(y) = c(z) = 0$ implies that $c(a_i) = 1$ and $c(b_i) = \text{red}$ or vice-versa. This then implies that $c(c_i) = 0$ and so $c(d_i) = 1$ and $c(e_i) = \text{red}$ or vice-versa. This in turn implies that $c(f_i) = 0$, but this is impossible since $\{f_i, F\}$ is an edge and $c(F) = 0$. Hence $f$ is satisfied by this truth assignment.

Conversely suppose that $f$ is satisfiable. Take a satisfying truth assignment and consider the partial colouring of $G_f$ that it yields. So we colour the vertices $x_i, \overline{x}_i, R, T, F$ in the obvious way with the colours 0, 1 and red. It remains for us to show that we can colour the ‘clause vertices’ but this is always possible: we simply need to check that so long as at least one literal vertex in each clause has colour 1 then the whole clause component can be coloured in such a way that clause vertex $f_i$ is also coloured 1 (see Exercise 3.5). This shows that $G_f$ is 3-colourable as required.

Hence we have a reduction from 3-SAT to 3-COL. That this is a polynomial time reduction follows from the fact that $G_f$ has $2n + 3 + 6m$ vertices and $3n + 3 + 11m$ edges and so $|G_f|$ is bounded by a polynomial in $|f|$.
We saw in the previous chapter that for any integer \( k \geq 2 \) the problem \( k\)-CLIQUE belongs to \( P \) (see Proposition 2.7). We also noted that the polynomial time algorithm we gave had running time \( O(n^k) \) and did not yield a polynomial time algorithm for the problem CLIQUE. The following result explains why such an algorithm may be impossible to find.

**Proposition 3.14** CLIQUE is NP-complete.

**Proof:** We will show that SAT \( \leq_m \) CLIQUE. Given an instance of SAT,

\[
f(x_1, \ldots, x_n) = \bigwedge_{i=1}^m C_i
\]

we construct a graph \( G_f \) with the property that \( G_f \) has a clique of order \( m \) if and only if \( f \) is satisfiable.

The vertices of \( G_f \) are

\[
V(G_f) = \{(a, i) \mid a \text{ is a literal in clause } C_i\}
\]

The edges are

\[
E(G_f) = \{((a, i), (b, j)) \mid i \neq j \text{ and } a \neq \overline{b}\}.
\]

The number of vertices in \( V(G_f) \) is simply the number of literals in \( f \) counted according to the number of clauses they appear in, so this is \( O(|f|) \). The number of edges is then at most \( O(|V|^2) = O(|f|^2) \). Hence this is a polynomial time construction. It remains to show that this yields a reduction from SAT to CLIQUE.

Suppose that \( f \) is a satisfiable instance of SAT. Take a satisfying truth assignment for \( f \) and for each clause, \( C_i \), choose a literal \( a_i \in C_i \) such that \( a_i \) is true. The corresponding vertices of \( V(G_f) \) form a clique of order \( m \) in \( G_f \), since if we take two such vertices \((a_i, i)\) and \((a_j, j)\) then \( i \neq j \) and \( a_i, a_j \) are both true so \( a_i \neq \overline{a_j} \).

Conversely suppose \( G_f \) has a clique of order \( m \), then the vertices in the clique are \((a_1, 1), \ldots, (a_m, m)\). Setting each \( a_i \) to be true gives a satisfying truth assignment for \( f \), since each clause is now satisfied. This is possible since whenever we set \( a_i \) to be true we know that we never need to set \( \overline{a_i} \) to also be true, since otherwise we would have an edge \{\((a_i, i), (\overline{a_i}, j)\)\} with \( i \neq j \).

**Exercise 3.5** Complete the proof of Proposition 3.13 by showing that any partial colouring of the graph in Figure 3.2 in which at least one of the vertices \( x, y \) or \( z \) receives colour 1, the others receive colour 0 and vertex \( F \) receives colour 0 can be completed to give a proper 3-colouring of this graph with the colours 0, 1 and red.
3.4 Turing reductions and NP-hardness

One unfortunate restriction of polynomial time reductions is that we have to convert an instance of one problem into a single instance of another. There are situations where the ability to solve a problem $\Pi_1$ efficiently will allow us to solve a problem $\Pi_2$ efficiently, but in the process we need to be able to solve more than one instance of $\Pi_1$. For example in the proof of Proposition 2.9 we saw that 2-SAT could be solved by repeatedly calling a subroutine for REACHABILITY.

This more general type of reduction is often very useful and indeed is the reduction commonly used in practice, such as when an algorithm calls a subroutine repeatedly.

Informally a function $f$ is *Turing-reducible* to a function $g$ if a polynomial time algorithm for computing $g$ would yield a polynomial time algorithm for computing $f$.

To describe Turing-reducibility more precisely we introduce a new type of Turing machine: a deterministic oracle Turing machine (DOTM). Such a machine has an extra tape known as the *query tape* and a special state: $\gamma_Q$, the *query state*. There is also an oracle function $O$ associated with the machine. A DOTM behaves exactly like an ordinary DTM except in two respects. First, it can read and write to the query tape. Second, when the machine enters the query state $\gamma_Q$ it takes the string $y$ currently written on the query tape and in a single step replaces it by the string $O(y)$. Note that the time taken to write the query $y$ on the query tape does count as part of the machine’s computation time and if the machine wishes to read the string $O(y)$ once it has been written this also counts towards the computation time, but the machine takes just a single step to transform the string $y$ into the string $O(y)$. We say that a DOTM with oracle function $O$ is a DOTM *equipped with an oracle for* $O$. The output of a DOTM is, as before, the contents of the ordinary tape once the machine halts.

A function $f$ is said to be *Turing-reducible* to a function $g$, denoted by $f \leq_T g$, if $f$ can be computed in polynomial time by a DOTM equipped with an oracle for $g$.

A function $f$ is said to be *NP-hard* if there is an NP-complete language $L$ such that $L \leq_T f$, where here we identify $L$ with $f_L$, the function corresponding to the language

$$f_L : \Sigma^*_0 \to \{0, 1\}, \quad f_L(x) = \begin{cases} 1, & x \in L \\ 0, & x \not\in L \end{cases}.$$
3.4 Turing reductions and NP-hardness

Thus an NP-hard function is ‘at least as difficult’ as any language in NP in the sense that a polynomial time algorithm for computing such a function would yield a polynomial time algorithm for every language in NP. (Simply replace each call to the oracle for \( f \) by a call to a subroutine using the polynomial time algorithm.) Note that a language can be NP-hard and in particular any NP-complete language is also NP-hard.

Recall the graph decision problem.

MAX CLIQUE
Input: a graph \( G \) and an integer \( k \).
Question: does the largest clique in \( G \) have order \( k \)?

This problem is clearly at least as difficult as the NP-complete problem CLIQUE but there is no obvious way to show that it belongs to NP (since there is no obvious certificate) nor is there an obvious polynomial reduction from CLIQUE to MAX CLIQUE. However, it is very easy to show that MAX CLIQUE is NP-hard.

**Example 3.15** MAX CLIQUE is NP-hard.

Suppose we had an oracle for MAX CLIQUE then we could solve an instance of the NP-complete problem CLIQUE in polynomial time using the following simple algorithm.

Input: a graph \( G = (V, E) \) with \( |V| = n \), and an integer \( k \).
Output: true if and only if \( G \) has a clique of order \( k \).
Algorithm:
for \( i = k \) to \( n \)
    if MAX CLIQUE is true for \( (G, i) \) then output true
next \( i \)
output false

Since this algorithm makes at most \( n - k + 1 \) calls to the oracle for MAX CLIQUE and each instance of MAX CLIQUE is of essentially the same size as the input we have shown that CLIQUE \( \leq_T \) MAX CLIQUE. Hence MAX CLIQUE is NP-hard (since CLIQUE is NP-complete).

It is interesting to note that it is currently not known whether the notion of Turing-reduction is strictly more powerful than polynomial reduction when considering problems in NP. By this we mean that the collection of languages, \( L \in \text{NP} \), for which every other language in NP is Turing-reducible to \( L \) is not known to be different from the class of NP-complete languages.
Exercise 3.6 Let $\#SAT$ be the function, mapping Boolean formulae in CNF to $\mathbb{Z}^+$ defined by

$$\#SAT(f) = |\{a \in \{0, 1\}^n \mid f(a) = 1\}|.$$ 

Show that $\#SAT$ is NP-hard.

3.5 Complements of languages in NP

If $L \subseteq \Sigma_0^*$ is a language then the complement of $L$ is

$$L^c = \{x \in \Sigma_0^* \mid x \not\in L\}.$$ 

If $C$ is a complexity class then the class of complements of languages in $C$ is denoted by

$$\text{co-}C = \{L \subseteq \Sigma_0^* \mid L^c \in C\}.$$ 

The most important example of such a class is co-NP, the collection of complements of languages in NP. From our definitions a language $L \subseteq \Sigma_0^*$ belongs to co-NP if and only if there is a DTM $M$ and a polynomial $p(n)$ such that $T_M(n) \leq p(n)$ and on any input $x \in \Sigma_0^*$:

(i) if $x \not\in L$ then there exists a certificate $y \in \Sigma_0^*$ such that $|y| \leq p(|x|)$ and $M$ accepts the input string $xy$;

(ii) if $x \in L$ then for any string $y \in \Sigma_0^*$, $M$ rejects the input string $xy$.

For a decision problem the complementary language has a very natural interpretation: simply reverse true and false in the output. For example consider the problem

UNSAT

Input: a Boolean formula $f$ in CNF.

Question: is $f$ unsatisfiable?

Since SAT $\in$ NP so UNSAT $\in$ co-NP by definition. But what about SAT itself? To prove that SAT belongs to co-NP we would need to describe a succinct certificate for a Boolean CNF formula to be unsatisfiable. After a few moments thought it appears that the only way to convince a sceptical observer that an instance of SAT is unsatisfiable is by asking the observer to check every possible truth assignment in turn and verify that none of them are satisfying, but this is
obviously an exponential time algorithm. It is not known whether SAT belongs to co-NP, indeed this is an extremely important open problem.

This highlights an important difference between the classes P and NP. In the case of a language in P we have a polynomial time DTM that can decide $L$ and hence by reversing the output of our DTM we have a polynomial time DTM for deciding $L^c$, thus $P = \text{co-P}$. For NP this is no longer the case. If $L \in \text{NP}$ we cannot simply take the DTM given by the definition of NP and produce a new DTM to show that $L^c \in \text{NP}$. The question of whether NP and co-NP are equal is probably the second most important open problem in complexity theory, after the P versus NP question.

Our next result explains why there is no obvious certificate to show that $\text{SAT} \in \text{co-NP}$: if there were then NP would equal co-NP.

**Proposition 3.16** If $L$ is NP-complete and $L$ belongs to co-NP then $\text{NP} = \text{co-NP}$.

**Proof:** For any two languages $A$ and $B$ it is easy to see that if $A \leq_m B$ and $B \in \text{co-NP}$ then $A \in \text{co-NP}$ (by a similar argument to that used in the proof of Lemma 3.5). Now suppose that $L$ is NP-complete and $L \in \text{co-NP}$. If $A \in \text{NP}$ then $A \leq_m L$ and hence $A \in \text{co-NP}$. Thus NP $\subseteq$ co-NP. But now if $A \in \text{co-NP}$ then $A^c \in \text{NP} \subseteq \text{co-NP}$ and so $A \in \text{NP}$. Hence $\text{NP} = \text{co-NP}$. 

We could clearly define the class of co-NP-complete languages analogously to the class of NP-complete languages and it is easy to check that this is simply the class of complements of NP-complete languages.

As noted earlier $P = \text{co-P}$ so, since $P \subseteq \text{NP}$, we also have $P \subseteq \text{NP} \cap \text{co-NP}$. Whether or not $P$ is equal to $\text{NP} \cap \text{co-NP}$ is another extremely important open problem.

We noted previously that the language COMPOSITE belongs to NP, since a succinct certificate for an integer to be composite is a proper, non-trivial divisor. We now consider the complementary language PRIME, consisting of binary encodings of prime integers. Given an integer $n$ it is far from obvious how one would convince a sceptical observer that $n$ is prime in polynomial time. There is no immediately obvious succinct certificate for primality. The fact that such a certificate does in fact exist is given by a classical theorem of Pratt (1975).

**Theorem 3.17** The language PRIME belongs to $\text{NP} \cap \text{co-NP}$.

In fact far more is true, we have the following outstanding result due to Agrawal, Kayal and Saxena (2002).

**Theorem 3.18** The language PRIME belongs to P.
The proof of Theorem 3.18 is not too hard but depends on number theoretic results which are beyond the scope of this text. We will however give a proof of the weaker Theorem 3.17 since it contains concepts which are useful for later chapters and also provides one of the very few examples of a non-trivial NP-algorithm.

**Proof of Theorem 3.17:** (For definitions see Appendix 3).

The fact that COMPOSITE $\in$ NP implies that PRIME $\in$ co-NP so we need to show that PRIME $\in$ NP.

We need to describe a succinct certificate for the fact that an integer $n$ is prime. If $n$ is a prime then, by Appendix 3, Theorem A3.8, there exists a primitive root $g \pmod{n}$. So $g$ satisfies $g^{n-1} = 1 \pmod{n}$ but $g^d \neq 1 \pmod{n}$ for any proper divisor $d$ of $n - 1$. Conversely suppose $g \in \mathbb{Z}_n^*$ satisfies

(i) $g^{n-1} = 1 \pmod{n}$ and
(ii) $g^d \neq 1 \pmod{n}$ for any proper divisor $d$ of $n - 1$,

then Appendix 3, Proposition A3.6 together with (i) above imply that $\text{ord}(g)|(n - 1)$. Moreover condition (ii) above then implies that $\text{ord}(g) = n - 1$. Finally Appendix 3, Theorem A3.7 says that $\text{ord}(g)|\phi(n)$ and so $(n - 1)|\phi(n)$. This can only happen if $\phi(n) = n - 1$, in which case $n$ is prime. We will use this to describe a succinct certificate for the primality of a prime $n$.

We will not require a certificate for the primality of 2 since our checking algorithm will recognise this automatically. Let $C(n)$ denote the certificate for a prime $n \geq 3$, $C(n)$ will consist of:

1. an integer $g$ satisfying $g^{n-1} = 1 \pmod{n}$ but $g^d \neq 1 \pmod{n}$ for any proper divisor $d$ of $n - 1$;
2. a list of primes $p_1 < p_2 < \ldots < p_r$ and exponents $e_i$ such that $n - 1 = \prod_{i=1}^{r} p_i^{e_i}$;
3. certificates $C(p_2), \ldots, C(p_r)$ for the primality of the odd primes $p_2, p_3, \ldots, p_r$ (note that $p_1 = 2$ since $n$ is odd).

By our earlier argument condition (1) will ensure that $n$ is prime, so we need to describe a polynomial time checking algorithm that will verify that conditions (1)–(3) actually hold for a particular input $n$ and possible certificate $C(n)$.

In order to be able to verify (1) efficiently we use the factorisation of $n - 1$ given in (2) together with the simple fact that if $a \in \mathbb{Z}_n$ and there exists a proper divisor $d$ of $n - 1$ such that $a^d = 1 \pmod{n}$ then there is a divisor of $n - 1$ of the form $d_i = (n - 1)/p_i$ such $a^{d_i} = 1 \pmod{n}$.

We can now describe our checking algorithm.
Algorithm 3.19 Prime certificate checking.

Input: integer $n$ and possible certificate $C(n)$.
Algorithm:
if $n = 2$ then output true
if $n - 1 \neq \prod_{i=1}^{r} p_i^{e_i}$ then output false
if $a^{n-1} \neq 1 \mod n$ then output false
if $a^{(n-1)/2} = 1 \mod n$ then output false
for $i = 2$ to $r$
    if $a^{(n-1)/p_i} = 1 \mod n$ then output false
    if $C(p_i)$ is not a valid certificate for the primality of $p_i$
        then output false
next $i$
output true.

At this point it should be clear that if $n$ is prime then there exists a certificate $C(n)$ which this algorithm will accept. While if $n$ is composite then no matter what certificate is given, Algorithm 3.19 will reject.

In order to complete the proof we need to verify that this is a polynomial time algorithm. Recall that the input is an integer $n$ and so the input size is $O(\log n)$. Note that the number of prime factors of $n$ counted according to their multiplicity is at most $\log n$ since otherwise their product would be greater than $2^{\log n} = n$. Hence, with the possible exception of the line checking the certificate $C(p_i)$, each line of Algorithm 3.19 can be executed in polynomial time. We will measure the time taken by this algorithm by the total number of lines of the algorithm that are executed; we denote this by $f(n)$. (Note that when a certificate $C(p_i)$ is checked we imagine a new version of the algorithm starts and count the number of lines executed accordingly.)

Our algorithm ‘knows’ that 2 is prime and so does not need to check a certificate for this fact, it terminates after a single line and so $f(2) = 1$.

Now, if $n$ is an odd prime, then we have

$$f(n) = 5 + 3(r - 1) + \sum_{i=2}^{r} f(p_i).$$

$$= 5 + \sum_{i=2}^{r} (f(p_i) + 3).$$

Setting $g(n) = f(n) + 3$ we have

$$g(n) = 8 + \sum_{i=2}^{r} g(p_i).$$
We now use induction on \( n \) to show that \( g(n) \leq 8 \log n \). This is true for \( n = 2 \) since \( f(2) = 1 \) and so \( g(2) = 4 < 8 \). Assuming this also holds for all primes \( p < n \) we have
\[
g(n) \leq 8 + \sum_{i=2}^{r} 8 \log p_i
\]
\[
= 8 + 8 \log \left( \prod_{i=2}^{r} p_i \right)
\]
\[
\leq 8 \log((n - 1)/2) + 8
\]
\[
= 8 \log(n - 1)
\]
\[
< 8 \log n.
\]
Hence \( f(n) \leq 8 \log n - 3 \) and so Algorithm 3.19 is a polynomial time checking algorithm and \( \text{PRIME} \in \text{NP} \).

**Example 3.20** Certificate of primality for \( n = 103 \).

A certificate for 103 is
\[
C(103) = \{5, (2, 1), (3, 1), (17, 1), C(3), C(17)\}
\]
\[
C(3) = \{2, (2, 1)\}, \quad C(17) = \{3, (2, 4)\}.
\]
This is a certificate for 103 since 5 is a primitive root mod 103, \( 102 = 2^1 \times 3^1 \times 17^1 \) and \( C(3), C(17) \) are certificates for the primality of 3, 17 respectively. The certificate for 3 is \( C(3) \) since 2 is a primitive root mod 3 and \( 2 = 2^1 \). Finally the certificate for 17 is \( C(17) \) since 3 is a primitive root mod 17 and \( 16 = 2^4 \).

**Exercise 3.7** a) Describe a certificate of primality for 79, as given by Pratt’s Theorem.

### 3.6 Containments between complexity classes

The question of whether \( P \) and \( \text{NP} \) are equal has been central to complexity theory for decades. We know that \( P \subseteq \text{NP} \cap \text{co-NP} \subseteq \text{NP} \) and it is generally believed that all of these containments are strict.

We have seen plenty of examples of languages that either are \( \text{NP} \)-complete or belong to \( P \). Also the complement of any \( \text{NP} \)-complete language is clearly \( \text{co-NP} \)-complete so we could easily give lots of examples of such languages. Natural examples of languages which are in \( \text{NP} \cap \text{co-NP} \) but which are not known to belong to \( P \) are relatively scarce. One such example is given by the following decision problem.
3.6 Containments between complexity classes

FACTOR
Input: integers \( n \) and \( k \).
Question: does \( n \) have a non-trivial factor \( d \), satisfying \( 1 < d \leq k \)?

Clearly FACTOR \( \in \text{NP} \) since an obvious certificate is a factor \( d \) satisfying \( 1 < d \leq k \). We will show that FACTOR \( \in \text{co-NP} \) in Chapter 6. However, it is not known whether FACTOR \( \in \text{P} \). If this were true then it would have a very significant impact on cryptography as we shall see later.

We have yet to see an example of a language that belongs to NP but is believed neither to be NP-complete nor to belong to co-NP. One possible example is given by GRAPH ISOMORPHISM described below.

Recall that two graphs \( G = (V_G, E_G) \) and \( H = (V_H, E_H) \) are said to be isomorphic if there is a bijection \( f : V_G \rightarrow V_H \) such that \( \{ f(v), f(w) \} \in E_H \iff \{v, w\} \in E_G \). Consider the following decision problem.

GRAPH ISOMORPHISM
Input: two graphs \( G \) and \( H \).
Question: are \( G \) and \( H \) isomorphic?

This clearly belongs to NP since an obvious certificate is an isomorphism, yet it is not known to be NP-complete. It is also difficult to see how it could belong to co-NP since the only obvious way to convince a sceptical observer that two graphs are not isomorphic is to run through all possible bijections between the vertex sets and check that none of these are isomorphisms.

If \( \text{P} \neq \text{NP} \) then the following result due to Ladner (1975) tells us that there must exist languages in NP which neither belong to P nor are NP-complete. (Again GRAPH ISOMORPHISM is an obvious candidate language for this class.)

**Theorem 3.21** If \( \text{P} \neq \text{NP} \) then there exists a language in \( \text{NP} \setminus \text{P} \) that is not \( \text{NP} \)-complete.

One approach to the question of whether \( \text{P} \) equals \( \text{NP} \) is the so-called p-isomorphism conjecture of Berman and Hartmanis (1977) which if proved would imply that \( \text{P} \neq \text{NP} \).

Two languages over possibly different tape alphabets, \( A \subseteq \Sigma_0^* \) and \( B \subseteq \Pi_0^* \), are p-isomorphic if there exists a function \( f \) such that:

(i) \( f \) is a bijection between \( \Sigma_0^* \) and \( \Pi_0^* \);
(ii) \( x \in A \iff f(x) \in B \);
(iii) both \( f \) and \( f^{-1} \) belong to FP.

**Conjecture 3.22** All \( \text{NP} \)-complete languages are p-isomorphic.
Theorem 3.23 If the p-isomorphism conjecture is true then $P \neq NP$.

Proof: If $P = NP$ then all languages in $P$ are NP-complete, but there are finite languages in $P$ and these cannot be p-isomorphic to infinite languages. 

Figure 3.3 summarises what we currently know about the complexity classes introduced so far. Note that this picture may ‘collapse’ in many different ways. In particular if $P = NP$ or $NP = co-NP$ or indeed $P = PSPACE$, then this picture would look extremely different.

3.7 NP revisited – non-deterministic Turing machines

Until now we have carefully avoided defining non-deterministic Turing machines, since the most important non-deterministic complexity class, NP, can be defined easily without their use. However, for completeness we introduce them now.
A non-deterministic Turing machine or NTM is defined similarly to an acceptor DTM with one important difference. Instead of a transition function it has a transition relation, so that at any point in a computation there are a number of possible actions it can take and it chooses one of these non-deterministically.

Recall that the transition function of a DTM is a single valued function

$$\delta : \Gamma \times \Sigma \rightarrow \Gamma \times \Sigma \times \{\leftarrow, \rightarrow\}.$$ 

For an NTM we have a transition relation

$$\Delta \subseteq (\Gamma \times \Sigma) \times (\Gamma \times \Sigma \times \{\leftarrow, \rightarrow\}).$$

Given the content of the tape square currently being scanned, together with the current state of the machine, an NTM has a choice of possible actions, one of which is chosen non-deterministically. More precisely if $N$ is an NTM; the machine is currently in state $\gamma_c$ and the content of the current square being scanned is $\sigma_c$, then at the next step $N$ chooses a possible action non-deterministically from the set

$$\Delta(\gamma_c, \sigma_c) = \{(\gamma_n, \sigma_n, m_n) \mid ((\gamma_c, \sigma_c), (\gamma_n, \sigma_n, m_n)) \in \Delta\}.$$ 

This determines what to write in the current square; the new state for $N$ and the movement of the read-write head.

Given $x \in \Sigma_0^*$ a computation on input $x$ is the result of starting the machine with $x$ written on the input tape and then applying the transition relation repeatedly, halting if a halting state is reached. (Note that for any given input $x$ there will typically be more than one possible computation.)

We say that an input $x \in \Sigma_0^*$ is accepted by an NTM if there is a computation on input $x$ that halts in state $\gamma_T$. Such a computation is called an accepting computation.

We say that an NTM is halting if for every input $x \in \Sigma_0^*$ and every possible computation on input $x$ the machine halts after finitely many steps. From now on we will consider only halting NTMs.

For an NTM, $M$, we define the language accepted by $M$ to be

$$L(M) = \{x \in \Sigma_0^* \mid x \text{ is accepted by } M\}.$$ 

Similarly to the case for a DTM a step in a computation is simply the result of applying the transition relation once. For $x \in L(M)$ we define the time taken to accept $x$ to be the number of steps in the shortest accepting computation, that is

$$t_M(x) = \min\{t \mid \text{there is an accepting computation of } M \text{ on input } x \text{ that halts in } t \text{ steps}\}.$$
The time complexity of $M$ is then defined to be

$$T_M(n) = \max\{ t \mid \exists x \in L(M) \text{ such that } |x| = n \text{ and } t_M(x) = t \}.$$ 

The set of possible computations of an NTM on a particular input can easily be represented by a tree. A single possible computation is a path from the root to a leaf. Assuming that the machine is halting every possible computation is finite and so the tree is also finite. In this case the time taken to accept an input $x$ is simply the length of the shortest path in the tree that ends in the state $\gamma_T$.

It is intuitively obvious that a language $L$ is accepted by a polynomial time NTM if and only if it belongs to NP. The key idea is to consider the computation tree of a polynomial time NTM. At any node in the tree there are a finite number of choices for the transition to the next stage. Hence a possible certificate string $y \in \Sigma_0^*$ for an input $x \in \Sigma_0^*$ is simply a list of branch choices telling us which branch of the computation tree to follow at each stage of the computation. If $x \in L$ then there is a polynomial length path in the tree leading to the state $\gamma_T$ and this path can be described by a polynomial length string $y$. While if $x \notin L$ then no path leads to the accepting state and so no string $y$ can describe an accepting path in the tree. Hence we have the following theorem.

**Theorem 3.24** The class of languages accepted by polynomial time NTMs is equal to NP.

### Problems

3.1 **h** Consider the following decision problem.

PARTITION
Input: a finite set of positive integers $A$.
Question: is there a partition of $A = B \cup C$ such that

$$\sum_{b \in B} b = \sum_{c \in C} c ?$$

Show that PARTITION $\leq_m$ SUBSET SUM. (SUBSET SUM is defined on page 43.)

3.2 **h** If $A \subseteq \Sigma_0^*$ then $A^c = \{ x \in \Sigma_0^* \mid x \notin A \}$. Show that $A \leq_m B$ implies $A^c \leq_m B^c$.

3.3 **h** Show that if P = NP then there is a polynomial time algorithm which, when given a SAT formula $f$, will output ‘unsatisfiable’ if $f$ is unsatisfiable or a satisfying truth assignment if one exists.

3.4 **h** Show that $k$-COL is NP-complete for $k \geq 4$.

3.5 **h** Given a graph $G = (V, E)$ and an integer $k \geq 1$ a vertex cover of order $k$ is a collection of $k$ vertices, $W \subseteq V$, such that any edge $e \in E$ contains
at least one vertex from \( W \). Show that the problem VERTEX COVER defined below is NP-complete.

**VERTEX COVER**  
**Input:** a graph \( G \) and an integer \( k \).  
**Question:** does \( G \) have a vertex cover of order \( k \)?

3.6\(^h\) Show that the following subproblem of 3-COL is still NP-complete.

**3-COL MAX DEGREE 4**  
**Input:** a graph \( G \) in which every vertex has degree at most 4.  
**Question:** is \( G \) 3-colourable?

3.7\(^a\) Does the following decision problem belong to \( P \) or NP?  

**GOLDBACH**  
**Input:** an even integer \( n \geq 2 \).  
**Question:** do there exist prime numbers \( p \) and \( q \) such that \( n = p + q \)?

3.8 The following decision problems are not known to belong to NP. In each case explain why it is difficult to produce a suitable certificate.  
(a) **UNSAT**  
**Input:** a Boolean CNF formula \( f \).  
**Question:** is \( f \) unsatisfiable?  
(b) **MAX CLIQUE**  
**Input:** a graph \( G \) and an integer \( k \).  
**Question:** is \( k \) the maximum order of a clique in \( G \)?

3.9\(^h\) Prove that MAX CLIQUE belongs to \( PSPACE \).

3.10\(^b\) Consider the following problem.  

**TRAVELLING SALESMAN**  
**Input:** a list of cities \( c_1, \ldots, c_n \) and an \( n \times n \) symmetric matrix of positive integers giving the distances between each pair of cities.  
**Output:** a shortest tour of the cities, where a tour is an ordering of the cities and the length of a tour is the sum of the distances between consecutive cities (including the distance from the last back to the first).

Assuming that HAMILTON CYCLE (defined on page 43) is NP-complete show that TRAVELLING SALESMAN is NP-hard.

3.11\(^h\) The chromatic number of a graph \( G \) is defined by  
\[
\chi(G) = \min\{k \mid G \text{ is } k\text{-colourable}\}.
\]

Show that computing \( \chi(G) \) is NP-hard.

3.12\(^b\) Prove that if \( A \leq_T B \) and \( B \leq_T C \) then \( A \leq_T C \).
3.13 Two languages are said to be *Turing equivalent* if they are Turing reducible to each other. Prove that any two NP-complete languages are Turing equivalent.

3.14 Prove that if $A \in \text{co-NP}$ and $B$ is NP-complete then $A \leq_T B$.

3.15 Let NPC denote the class of NP-complete languages and let NPTC denote the set of languages in NP which are complete under Turing reductions. Prove that NPC $\subseteq$ NPTC. Is the containment strict?

**Further notes**

The notions of both polynomial and Turing reducibility were familiar tools in recursive function theory, as was the notion of nondeterminism. The class of languages NP was introduced in 1971 by S. Cook who proved that SAT was NP-complete under Turing reducibility. Karp (1972) then used SAT to show that 21 other natural problems were NP-complete under polynomial reductions. These included VERTEX COVER, CLIQUE, HAMILTON CYCLE and $k$-COL ($k \geq 3$).

Independently Levin (1973) developed a similar theory using tilings rather than satisfiability, with the result that Theorem 3.10 is sometimes referred to as the Cook–Levin theorem.

It should also be noted that several authors/texts use Turing reducibility rather than polynomial reducibility in their definition of NP-completeness. It is also interesting to note that Gödel may have been the first to consider the complexity of an NP-complete problem as, according to Hartmanis (1989), he asked von Neumann in a (1956) letter how many Turing machine steps are needed to verify that a Boolean formula is true.

The book by Garey and Johnson (1979) contains a vast array of NP-complete problems from a wide range of disciplines.

The proof that PRIMES is in $P$ by Agrawal, Kayal and Saxena (2002) aroused widespread interest in both cryptographic and complexity communities. Whether it will lead to a fast (practical) deterministic algorithm for testing primality is a question of ongoing research interest.

Both PRIMES and GRAPH ISOMORPHISM were discussed in Cook’s original 1971 paper and it is intriguing to consider whether there will one day be a proof that the latter is also in $P$.

It is now more than twenty years since Luks (1982) showed that testing graph isomorphism for graphs of degree at most $d$ is polynomial for any fixed $d$. (The algorithm of Luks is polynomial in the number of vertices but exponential in $d$.)
4

Probabilistic computation

4.1 Can tossing coins help?

Suppose we are trying to solve a decision problem $\Pi_1$ and we have an algorithm which, when given an input $x \in \Sigma^*$, either outputs ‘true’ or ‘probably false’. Assuming that whenever it outputs ‘true’ this is correct, while whenever it outputs ‘probably false’ the probability of this being correct is at least $1/2$ can we use this algorithm to decide $\Pi_1$?

With the correct notion of probability the answer to this question for all practical purposes is ‘yes’. However, before formalising this concept of a probabilistic (or randomised) algorithm we consider a simple example.

Let $\mathbb{Z}[x_1, \ldots, x_n]$ denote the set of polynomials in $n$ variables with integer coefficients. Given two such polynomials $f, g \in \mathbb{Z}[x_1, \ldots, x_n]$, can we decide efficiently whether they are identical?

We have to be careful about how the polynomials are presented so that we know how to measure the input size. For example the following polynomial

$$f(x_1, \ldots, x_{2n}) = (x_1 + x_2)(x_3 + x_4) \cdots (x_{2n-1} + x_{2n}),$$

could clearly be encoded using the alphabet $\Sigma = \{*, 0, 1, x, (, ), +, -\}$ with input size $O(n \log n)$. However, if we expanded the parentheses this same polynomial would then seem to have input size $O(n 2^n \log n)$.

The degree of a polynomial is simply the maximum number of variables, counted according to their multiplicities, occuring in a single term when the polynomial is expressed in its expanded form. So the above example has degree $n$ while

$$g(x_1, x_2, x_3) = x_1^2 x_3 + x_2^2 x_3^2 + x_3^3,$$

has degree 4.
Deciding whether two polynomials $f$ and $g$ are identical is clearly equivalent to deciding whether $f - g$ is identically zero so we consider this problem instead.

**NON-ZERO POLY**

Input: an integer polynomial $f \in \mathbb{Z}[x_1, \ldots, x_n]$.

Question: is $f$ not identically zero?

Consider the following ‘probabilistic algorithm’ for this problem. We write $a \in_R A$ to mean that ‘$a$ is chosen uniformly at random from the set $A$’, while $a_1, \ldots, a_n \in_R A$ denotes the fact that ‘$a_1, \ldots, a_n$ are chosen independently and uniformly at random from $A$’.

**Algorithm 4.1 Probabilistic algorithm for NON-ZERO POLY.**

Input: an integer polynomial $f \in \mathbb{Z}[x_1, \ldots, x_n]$ of degree $k$.

Algorithm:
choose $a_1, \ldots, a_n \in_R \{1, 2, \ldots, 2kn\}$
if $f(a_1, \ldots, a_n) \neq 0$
    then output true
else output false.

Intuitively this algorithm should work very well. If $f$ is not identically zero then we will only output false if we accidentally choose a root of $f$, which seems rather unlikely. We can always repeat this procedure, and if it ever outputs ‘true’ then we know that $f$ is not identically zero (since we have found a point at which it is non-zero). However, if after repeating this a hundred times with independent random choices for $a_1, \ldots, a_n$ we always obtain the answer ‘false’ then we can be almost certain that this is correct.

An interesting point to note is that Algorithm 4.1 is essentially a probabilistic version of a ‘search’ algorithm, similar to the algorithm presented for SAT at the beginning of Chapter 3 (Algorithm 3.1). The important difference is that we do not try every possible certificate. Instead this algorithm simply chooses one possible certificate at random and checks to see if it is good. The intuitive reason why this works is that if the input polynomial is not identically zero then there are lots of good certificates and the probability that a randomly chosen certificate is good will be high. On the other hand if the input polynomial is identically zero then there are no good certificates and so the algorithm will always correctly answer ‘false’.

The property of having lots of good certificates will allow us to develop efficient probabilistic algorithms, such as the one given above, for other decision problems.
Our next result formalises the intuition behind Algorithm 4.1, telling us that if we choose integer values in the range \{1, \ldots, N\} then the probability of error is small.

**Theorem 4.2**  Suppose \( f \in \mathbb{Z}[x_1, \ldots, x_n] \) has degree at most \( k \) and is not identically zero. If \( a_1, \ldots, a_n \) are chosen independently and uniformly at random from \{1, \ldots, N\} then

\[
\Pr[f(a_1, \ldots, a_n) = 0] \leq \frac{k}{N}.
\]

**Proof:** We use induction on \( n \). For \( n = 1 \) the result holds since a polynomial of degree at most \( k \) in a single variable has at most \( k \) roots. So let \( n > 1 \) and write

\[
f = f_0 + f_1 x_1 + f_2 x_1^2 + \cdots + f_t x_1^t,
\]

where \( f_0, \ldots, f_t \) are polynomials in \( x_2, x_3, \ldots, x_n \); \( f_t \) is not identically zero and \( t \geq 0 \). If \( t = 0 \) then \( f \) is a polynomial in \( n - 1 \) variables so the result holds. So we may suppose that \( 1 \leq t \leq k \) and \( f_t \) is of degree at most \( k - t \).

We let \( E_1 \) denote the event ‘\( f(a_1, \ldots, a_n) = 0 \)’ and \( E_2 \) denote the event ‘\( f_t(a_2, \ldots, a_n) = 0 \)’. Now

\[
\Pr[E_1] = \Pr[E_1 \mid E_2] \Pr[E_2] + \Pr[E_1 \mid \text{not } E_2] \Pr[\text{not } E_2]
\]

\[
\leq \Pr[E_2] + \Pr[E_1 \mid \text{not } E_2].
\]

Our inductive hypothesis implies that

\[
\Pr[E_2] = \Pr[f_t(a_2, \ldots, a_n) = 0] \leq \frac{(k - t)}{N},
\]

since \( f_t \) has degree at most \( k - t \).

Also

\[
\Pr[E_1 \mid \text{not } E_2] \leq \frac{t}{N}.
\]

This is true because \( a_1 \) is chosen independently of \( a_2, \ldots, a_n \), so if \( a_2, \ldots, a_n \) are fixed and we know that \( f_t(a_2, \ldots, a_n) \neq 0 \) then \( f \) is a polynomial in \( x_1 \) that is not identically zero. Hence \( f \), as a polynomial in \( x_1 \), has degree \( t \) and so has at most \( t \) roots.

Putting this together we obtain

\[
\Pr[f(a_1, \ldots, a_n) = 0] \leq \frac{k - t}{N} + \frac{t}{N} \leq \frac{k}{N}
\]

as required. \( \square \)

Returning to Algorithm 4.1 for NON-ZERO POLY, Theorem 4.2 implies that if the input \( f \in \mathbb{Z}[x_1, \ldots, x_n] \) is not identically zero then with probability
at least $1/2$ it will output ‘true’, while if it is identically zero then it will always output ‘false’.

One could argue that being right half of the time is not much good, but we can simply repeat the procedure as follows.

Input: a polynomial $f \in \mathbb{Z}[x_1, \ldots, x_n]$ of degree $k$.
Algorithm:
for $i = 1$ to 100
  choose $a_1, \ldots, a_n \in R \{1, \ldots, 2kn\}$
  if $f(a_1, \ldots, a_n) \neq 0$ then output true
next $i$
output false.

This comes much closer to the ordinary idea of an algorithm, since if it ever outputs ‘true’ then it is certainly correct, while if it outputs ‘false’ then its probability of error is at most $1/2^{100}$. Such a procedure, known as a *probabilistic algorithm*, is clearly extremely useful.

Note that it is also efficient (assuming that we have a source of randomness and that evaluating the polynomial at $a_1, \ldots, a_n$ can be achieved in polynomial time). Such a procedure is known as a *probabilistic polynomial time algorithm*.

One obvious problem with such a probabilistic algorithm is that it requires randomness. In previous chapters we considered the computational resources of time and space. When evaluating a probabilistic algorithm’s efficiency we must also take into account the amount of randomness it requires. We measure this by the number of random bits used during its computation. We will assume (perhaps rather unrealistically) that we have a source of independent random bits, such as the outcomes of a series of independent tosses of a fair coin.

In many probabilistic algorithms we will require more than simple random bits. For instance, in our previous example we needed to choose integers uniformly at random from an interval. In our next example we consider one possible way of doing this using random bits.

**Example 4.3 Choosing an integer $a \in R \{0, \ldots, n\}$ using random bits.**

We assume that we are given an infinite sequence of independent random bits. To choose a random integer $a \in R \{0, \ldots, n\}$ we use the following procedure (we suppose that $2^{k-1} \leq n < 2^k$),
read $k$ random bits $b_1, \ldots, b_k$ from our sequence.
If $a = b_1 \cdot \cdot \cdot b_k$ belongs to $\{0, \ldots, n\}$ (where $a$ is encoded in binary)
  then output $a$
else repeat.
On a single iteration the probability that an output is produced is

\[ \Pr[a \in \{0, \ldots, n\}] = \frac{n + 1}{2^k} > \frac{1}{2}. \]

Thus the expected number of iterations before an output occurs is less than two and, with probability at least \( 1 - 1/2^{100} \), an output occurs within a hundred iterations.

Moreover when an output occurs it is chosen uniformly at random from \( \{0, \ldots, n\} \). Since if \( m \in \{0, \ldots, n\} \) and we let \( a_j \) denote the value of \( a \) chosen on the \( j \)th iteration of this procedure then

\[
\Pr[\text{Output is } m] = \sum_{j=1}^{\infty} \Pr[a_j = m \text{ and } a_1, \ldots, a_{j-1} \geq n + 1]\n= \frac{1}{2^k} \sum_{j=0}^{\infty} \left(1 - \frac{n + 1}{2^k}\right)^j
= \frac{1}{n + 1}.
\]

In the next section we will introduce the necessary definitions to formalise the idea of efficient probabilistic computation.

### 4.2 Probabilistic Turing machines and RP

In Chapter 2 we said that a problem is tractable if a polynomial time algorithm for its solution exists. We were careful not to insist that such an algorithm must be deterministic. To clarify this we now take the following view.

- A problem is tractable if and only if there exists a probabilistic polynomial time algorithm for its solution.

In order to give a formal definition of a probabilistic polynomial time algorithm we introduce a new type of Turing machine.

A **probabilistic Turing machine** or **PTM** is a DTM with an extra tape, called the **coin-tossing tape**, which contains an infinite sequence of uniformly distributed independent random bits. This tape has a read-only head called the **coin-tossing head**. The machine performs computations similarly to a DTM except that the coin-tossing head can read a bit from the coin-tossing tape in a single step.

The transition function now depends not only on the current state and the symbol in the current square of the ordinary tape, but also on the random bit in the square currently scanned by the coin-tossing head. The transition function
now tells the machine four things: the new state; the new symbol to write in the
current square of the ordinary tape; the movement left or right of the read–write
head and the movement left or right of the coin-tossing head. See Figure 4.1 for
a picture of such a machine. (Note that since the coin-tossing tape is infinite in
only one direction the coin-tossing head is not allowed to move off the end of
the tape.)

If the underlying DTM is an acceptor DTM then the PTM is an acceptor
PTM.

Since the computation of a PTM, $M$, on an input $x \in \Sigma_0^*$ depends not only
on $x$ but also on the random bits used during its computation, its running time
is a random variable: $t_M(x)$. Indeed, whether a PTM halts on a particular input
is itself a random variable.

We say that a PTM is halting if it halts after finitely many steps on every
input $x \in \Sigma_0^*$, irrespective of the random bits used in its computation. The time
complexity of a halting PTM, $M$, is $T_M : \mathbb{N} \rightarrow \mathbb{N}$ defined by

$$T_M(n) = \max \{ t \mid \text{there exists } x \in \Sigma_0^n \text{ such that } \Pr[t_M(x) = t] > 0 \}. $$

We will say that a PTM, $M$, has polynomial running time if there exists a
polynomial $p(n)$ such that $T_M(n) \leq p(n)$, for every $n \in \mathbb{N}$. So by definition any
PTM with polynomial running time is halting.

We will sometimes consider PTMs that may not be halting. For such a PTM,
$M$, the time complexity is not defined, however, we can still define its expected
running time to be $ET_M : \mathbb{N} \rightarrow \mathbb{N}$ such that

$$ET_M(n) = \max \{ t \mid \text{there exists } x \in \Sigma_0^n \text{ such that } \mathbb{E}[t_M(x)] = t \}. $$

It is important to note that this is still a measure of ‘worst-case complexity’,
since for a particular input size $n$ it measures the expected time taken to halt
for the ‘worst input’ of length $n$. 

---

Fig. 4.1 A probabilistic Turing machine.
A PTM, $M$, has *polynomial expected running time* if and only if there exists a polynomial $p(n)$ such that $ET_M(n) \leq p(n)$, for every $n \in \mathbb{N}$.

We can now define the complexity class of languages decidable in *randomised polynomial time* or $\text{RP}$. A language $L$ belongs to $\text{RP}$ if and only if there is a PTM, $M$, with polynomial running time such that on any input $x \in \Sigma^*_n$:

(i) if $x \in L$ then $\Pr[M \text{ accepts } x] \geq 1/2$;
(ii) if $x \not\in L$ then $\Pr[M \text{ accepts } x] = 0$.

Returning to the probabilistic algorithm for NON-ZERO POLY given on page 68, it is easy to see that this could be implemented on a PTM. Moreover if the input is the zero polynomial then the algorithm always rejects and so condition (ii) above is satisfied. Also, using Theorem 4.2, if the input is a non-zero polynomial then with probability at least $1/2$ the algorithm accepts. Hence condition (i) above is also satisfied. The only question remaining is whether the algorithm runs in polynomial time.

We introduce a restricted version of this language for which this is certainly true.

NON-ZERO POLY DET
Input: an $n \times n$ matrix $A = (a_{ij})$ with entries in $\{0, \pm 1\}$.
Question: if $C = (c_{ij})$ is the $n \times n$ matrix with entries $c_{ij} = a_{ij}(x_i - x_j)$, is the polynomial $f(x_1, \ldots, x_n) = \det(C)$ not identically zero?

The input size in this case is clearly $O(n^2)$ and the degree of the polynomial is $O(n)$. So Algorithm 4.1 requires us to compute the determinant of an $n \times n$ integer matrix. This can be achieved in polynomial time (since evaluating a determinant can be achieved in polynomial time) hence NON-ZERO POLY DET belongs to $\text{RP}$.

An alternative way of thinking about $\text{RP}$ is that it consists of those languages $L$ with the property that if $x \in L$ then the probability that a random polynomial length string is a succinct certificate of this fact is at least $1/2$; while if $x \not\in L$ then no such certificate exists. Hence we have the following result.

**Theorem 4.4** *The following containments hold*

$$P \subseteq \text{RP} \subseteq \text{NP}.$$  

**Proof:** The containment $P \subseteq \text{RP}$ is trivial since a DTM is simply a PTM which never tosses any coins.

To see that $\text{RP} \subseteq \text{NP}$ let $L \in \text{RP}$. Then there exists a PTM $M$ and a polynomial $p(n)$ such that if $x \in L$ then

$$\Pr[M \text{ accepts } x] \geq \frac{1}{2},$$
while if \( x \not\in L \) then

\[
\Pr[M \text{ accepts } x] = 0.
\]

So if \( x \in L \) then there certainly exists at least one string \( y \in \Sigma_0^* \) of length at most \( p(|x|) \) such that \( M \) accepts \( x \) using \( y \) as the random bits on its coin-tossing tape. Moreover if \( x \not\in L \) then no such string \( y \) exists.

Thus we can construct a DTM which on input \( xy \) mimics the computation of \( M \) with input \( x \) and ‘random bits’ given by \( y \). By the above argument this machine shows that \( L \in \mathsf{NP} \) and so \( \mathsf{RP} \subseteq \mathsf{NP} \).

If a language belongs to \( \mathsf{RP} \) then we can reduce our probability of mistakenly rejecting a correct input by repeating the computation. Our next result shows that by repeating the computation polynomially many times we can reduce the probability of an error significantly.

**Proposition 4.5** If \( L \in \mathsf{RP} \) and \( p(n) \geq 1 \) is a polynomial then there exists a polynomial time PTM, \( M \), such that on input \( x \in \Sigma_1^n \);

(i) if \( x \in L \) then \( \Pr[M \text{ accepts } x] \geq 1 - 2^{-p(n)} \);

(ii) if \( x \not\in L \) then \( \Pr[M \text{ accepts } x] = 0 \).

**Proof:** Exercise 4.1

We proved in Chapter 3 that \( \mathsf{PRIME} \in \mathsf{NP} \cap \text{co-NP} \) (see Theorem 3.17). In the next section we will prove that \( \mathsf{COMPOSITE} \in \mathsf{RP} \) and hence \( \mathsf{PRIME} \in \text{co-RP} \), the complement of \( \mathsf{RP} \). Although it is now known that \( \mathsf{PRIME} \in \mathsf{P} \) this result is not simply of theoretical or historical interest. Probabilistic algorithms are still by far the most practical way to test for primality.

**Exercise 4.1** Prove Proposition 4.5.

### 4.3 Primality testing

In cryptography we often need to choose large random prime numbers. This can be seen as two distinct problems. First, choosing a large integer at random and, second, testing whether or not the chosen integer is prime. Given a source of randomness it is straightforward to choose a random integer with exactly \( k \) bits. Thus we will concentrate on the latter problem. So far we have only seen an extremely naive exponential time deterministic algorithm for primality testing which is essentially useless (Algorithm 2.4). A major breakthrough in primality testing was the discovery of efficient probabilistic algorithms
in the 1970s. One of these is the Miller–Rabin algorithm which we present below.

Since 2002 we have also had available the striking fact that there exists a deterministic polynomial time algorithm due to Agrawal, Kagal and Saxena. However, currently this still has running time $O(\log^6 n)$ and so for practical purposes the Miller–Rabin algorithm is more useful.

Recall the complementary problem to PRIME.

**COMPOSITE**
Input: integer $n$.
Question: is $n$ composite?

**Theorem 4.6** $\text{COMPOSITE} \in \text{RP}$.

The proof of this relies on the following lemma. For an integer $n \geq 1$ we denote the set of non-zero residues mod $n$ by

$$\mathbb{Z}_n^+ = \{a \in \mathbb{Z}_n \mid a \neq 0\}.$$  

**Lemma 4.7** Let $n \geq 3$ be odd and $a \in \mathbb{Z}_n^+$. Write $n - 1 = 2^k m$, with $m$ odd. If either of the following two conditions hold then $n$ is composite:

(i) $a^n - 1 \neq 1 \mod n$;
(ii) $a^n - 1 = 1 \mod n$, $a^m \neq 1 \mod n$ and none of the values in the sequence $a^m, a^{2m}, a^{4m}, \ldots, a^{2^km}$ are congruent to $-1 \mod n$.

**Proof:** If $p$ is prime then $a^{p-1} = 1 \mod p$ for any $a \in \mathbb{Z}_p^+$, by Fermat’s Little Theorem (Appendix 3, Theorem A3.11). Hence if (i) holds then $n$ is composite.

If (ii) holds then let $b$ be the last integer in the sequence $a^m, a^{2m}, \ldots$ that is not congruent to $1 \mod n$. Then $b^2 = 1 \mod n$ but $b \neq \pm 1 \mod n$. Hence $b + 1$ and $b - 1$ are non-trivial factors of $n$ so $n$ is composite. \hfill \square

If $a \in \mathbb{Z}_n^+$ satisfies condition (i) of Lemma 4.7 then it is called a **Fermat witness** for the compositeness of $n$, while if it satisfies condition (ii) of Lemma 4.7 it is called a **Miller witness**.

Many composite integers have lots of Fermat witnesses. Unfortunately there exist some which have very few. For a composite integer $n$ we define the set of Fermat witnesses for $n$ to be

$$F_n = \{a \in \mathbb{Z}_n^+ \mid a \text{ is a Fermat witness for } n\}.$$  

Note that if $a \in \mathbb{Z}_n^+$ is not a Fermat witness then $a^n - 1 = 1 \mod n$ and so there exists $k \in \mathbb{Z}$ such that

$$a^n - kn = 1.$$
Now, since \( \gcd(a, n) \) divides the left-hand side of this equation, we must have \( \gcd(a, n) = 1 \). Hence every \( a \in \mathbb{Z}_n^+ \) that is not coprime with \( n \) is a Fermat witness for \( n \).

A composite integer \( n \) is a **Carmichael number** if the only Fermat witnesses for \( n \) are those \( a \in \mathbb{Z}_n^+ \) which are not coprime with \( n \). The smallest example of such a number is \( 561 = 3 \cdot 11 \cdot 17 \).

The following result tells us that if we could ignore Carmichael numbers then primality testing would be extremely simple. For details of the basic group theory we will require, see Appendix 3.

**Proposition 4.8** If \( n \) is composite but not a Carmichael number then \( |F_n| > n/2 \).

**Proof:** Recall that the set of integers less than and coprime to an integer \( n \) form a multiplicative group \( \mathbb{Z}_n^* = \{1 \leq a < n \mid \gcd(a, n) = 1\} \).

Consider the set \( B = \mathbb{Z}_n^* \setminus F_n \), so

\[
B = \{ a \in \mathbb{Z}_n^* \mid a^{n-1} = 1 \mod n \}.
\]

This is easily seen to be a subgroup of \( \mathbb{Z}_n^* \) since

(i) if \( a, b \in B \) then \( (ab)^{n-1} = a^{n-1}b^{n-1} = 1 \cdot 1 = 1 \mod n \), so \( ab \in B \);
(ii) if \( a \in B \) then \( (a^{-1})^{n-1} = (a^{n-1})^{-1} = 1^{-1} = 1 \mod n \), hence \( a^{-1} \in B \);
(iii) \( 1^{n-1} = 1 \mod n \), so \( 1 \in B \).

Hence \( B \) is a subgroup of \( \mathbb{Z}_n^* \). Then, since \( n \) is composite but not a Carmichael number, there exists \( b \in \mathbb{Z}_n^* \setminus B \). So \( B \) is a proper subgroup of \( \mathbb{Z}_n^* \) and hence by Lagrange’s theorem (Appendix 3, Theorem A3.1) \( |B| \) is a proper divisor of \( |\mathbb{Z}_n^*| \). Hence \( |B| \leq (n-1)/2 \) and so

\[
|F_n| = |\mathbb{Z}_n^+| - |B| > n/2.
\]

In the light of this result we can give a probabilistic polynomial time algorithm which can almost test for primality.

**Algorithm 4.9** *The Fermat ‘Almost Prime’ Test.*

**Input:** an integer \( n \geq 2 \).

**Algorithm:**

choose \( a \in \mathbb{Z}_n^+ \)

if \( a^{n-1} = 1 \mod n \)

then output ‘prime’

else output ‘composite’.
This algorithm almost solves our problem. If the input is prime it certainly outputs ‘prime’. While if the input is composite, but not a Carmichael number, then Proposition 4.8 implies that it will output ‘composite’ with probability at least a half. Since this algorithm is also clearly polynomial time we would have a very simple primality testing algorithm if Carmichael numbers did not exist. Unfortunately they not only exist, there are infinitely many such numbers as the following theorem, due to Alford, Granville and Pomerance (1994), implies.

**Theorem 4.10** If \( C(x) \) denotes the number of Carmichael numbers less than or equal to \( x \) then \( C(x) > x^{2/7} \), in particular there are infinitely many Carmichael numbers.

Despite this fact some implementations of cryptosystems which require random primes actually use Algorithm 4.9. The justification for this being that since there are far more primes than Carmichael numbers of a given size we would be incredibly unlucky to choose a Carmichael number by mistake.

We wish to take a more rigorous approach and so require an algorithm which can also recognise Carmichael numbers. In Lemma 4.7 (ii) we described a second type of witness for the compositeness of a composite number: the Miller witness. The Miller–Rabin primality test makes use of both Fermat and Miller witnesses.

**Algorithm 4.11** The Miller–Rabin Primality Test.

Input: an odd integer \( n \geq 3 \).

Algorithm:

- choose \( a \in \mathbb{Z}_n^+ \)
- if \( \gcd(a, n) \neq 1 \) output ‘composite’
- let \( n - 1 = 2^k m \), with \( m \) odd
- if \( a^m = 1 \mod n \) output ‘prime’
- for \( i = 0 \) to \( k - 1 \)
  - if \( a^{m \cdot 2^i} = -1 \mod n \) then output ‘prime’
- next \( i \)
- output ‘composite’.

**Theorem 4.12** The Miller–Rabin primality test is a probabilistic polynomial time algorithm. Given input \( n \)

(i) if \( n \) is prime then the algorithm always outputs ‘prime’;

(ii) if \( n \) is composite then

\[
\Pr[\text{the algorithm outputs ‘composite’}] \geq \frac{1}{2}.
\]
Hence \text{COMPOSITE} \in \text{RP} or equivalently \text{PRIME} \in \text{co-RP}.

\textbf{Proof}: The Miller–Rabin test is clearly a probabilistic polynomial time algorithm since it involves basic operations such as multiplication, calculation of greatest common divisors and exponentiation mod \( n \) all of which can be performed in polynomial time.

To see that (i) holds suppose the input \( n \) is prime. Then for any \( a \in \mathbb{Z}_n^+ \) we have \( \gcd(a, n) = 1 \) and so the algorithm cannot output ‘composite’ at line 2. The only other way it could output ‘composite’ is if \( a^m \not\equiv 1 \mod n \) and \( a^{m \cdot 2^i} \not\equiv -1 \mod n \) for any \( 0 \leq i \leq k - 1 \). In which case either \( a^{n-1} \not\equiv 1 \mod n \) and so \( a \) is a Fermat witness for \( n \), or \( a^{n-1} = 1 \mod n \) and so \( a \) is a Miller witness for \( n \). But by Lemma 4.7 this is impossible, since \( n \) is prime.

It remains to prove (ii). We consider two cases.

\textbf{Case 1} The input \( n \) is composite but not a Carmichael number.

Suppose the algorithm outputs ‘prime’. Then either \( a^m \equiv 1 \mod n \) or \( a^{m \cdot 2^i} \equiv -1 \mod n \), for some \( 0 \leq i \leq k - 1 \). In either case \( a^{n-1} \equiv 1 \mod n \) and so \( a \) is not a Fermat witness for \( n \). However, by Proposition 4.8 we know that \( |F_n| > n/2 \) and so

\[ \Pr[\text{algorithm outputs ‘composite’}] \geq \frac{1}{2}. \]

\textbf{Case 2} The input \( n \) is a Carmichael number.

We consider two sub-cases depending on whether or not \( n \) is a prime power.

(Recall that \( n \) is a prime power if \( n = p^k \), with \( p \) prime and \( k \geq 1 \).)

\textbf{Case 2a} The input \( n \) is not a prime power.

Define

\[ t = \max \left\{ 0 \leq i \leq k - 1 \mid \exists a \in \mathbb{Z}_n^* \text{ such that } a^{m \cdot 2^i} = -1 \mod n \right\} \]

and

\[ B_t = \left\{ a \in \mathbb{Z}_n^* \mid a^{m \cdot 2^i} = \pm 1 \mod n \right\}. \]

Note that if \( a \not\in B_t \) then the algorithm outputs ‘composite’. Since if the algorithm outputs ‘prime’ then either \( a^m \equiv 1 \mod n \) or, by the definition of \( t \), there exists \( 0 \leq i \leq t \) such that \( a^{m \cdot 2^i} = -1 \mod n \). In either case this would imply that \( a^{m \cdot 2^i} = \pm 1 \mod n \).

So it will be sufficient to prove that \( |B_t| \leq |\mathbb{Z}_n^*|/2 \) to complete the proof in this case.
Now $B_t$ is a subgroup of $\mathbb{Z}_n^*$ since the following conditions hold

(i) if $a, b \in B_t$ then $(ab)^{m \cdot 2^t} = a^{m \cdot 2^t} b^{m \cdot 2^t} = (\pm 1) \cdot (\pm 1) = \pm 1 \mod n$, so $ab \in B_t$;

(ii) if $a \in B_t$ then $(a^{-1})^{m \cdot 2^t} = (a^{m \cdot 2^t})^{-1} = (\pm 1)^{-1} = \pm 1 \mod n$, so $a^{-1} \in B_t$;

(iii) $1^{m \cdot 2^t} = 1 \mod n$, so $1 \in B_t$.

If we can show that $B_t \neq \mathbb{Z}_n^*$ then we will be done, since then Lagrange’s Theorem (Appendix 3, Theorem A3.1) implies that $|B_t| \leq |\mathbb{Z}_n^*|/2$.

The definition of $t$ implies that there exists $a \in \mathbb{Z}_n^*$ such that $a^{m \cdot 2^t} = -1 \mod n$. As $n \geq 3$ is not a prime power, we can factorise $n$ as $n = cd$, with $3 \leq c, d < n$ and $\gcd(c, d) = 1$. The Chinese Remainder Theorem (Appendix 3, Theorem A3.5) implies that there exists $b \in \mathbb{Z}_n^+$ satisfying

\[
b = a \mod c, \\
b = 1 \mod d.
\]

These equations in turn imply that $b \in \mathbb{Z}_n^*$. However $b \notin B_t$, since

\[
b^{m \cdot 2^t} = a^{m \cdot 2^t} = -1 \mod c, \\
b^{m \cdot 2^t} = 1^{m \cdot 2^t} = 1 \mod d,
\]

imply that $b^{m \cdot 2^t} \neq \pm 1 \mod n$. Hence $B_t \neq \mathbb{Z}_n^*$.

**Case 2b** The input $n$ is a prime power and a Carmichael number. No Carmichael number is a prime power (see Exercise 4.3 for a proof of this). Hence the proof is complete.

This result shows that COMPOSITE $\in$ RP or equivalently that PRIME $\in$ co-RP. There also exists a probabilistic primality test due to Adleman and Huang (1987) which shows that PRIME $\in$ RP. Hence PRIME $\in$ RP $\cap$ co-RP. As we shall see in the next section any language in RP $\cap$ co-RP actually has a probabilistic algorithm with polynomial expected running time which has zero probability of making an error. However, we now know that PRIME $\in$ P, which implies all of the aforementioned results.

**Exercise 4.2** Describe the computation of the Miller–Rabin primality test on input $n = 561$ if the random value $a \in \mathbb{Z}_{561}^+$ that is chosen is $a = 5$. In particular does it output ‘prime’ or ‘composite’.

**Exercise 4.3** Show that if $n$ is a Carmichael number then $n$ is not a prime power.
4.4 Zero-error probabilistic polynomial time

If \( L \in \text{RP} \) then there exists a polynomial time PTM for \( L \) which is always correct when it accepts an input but which will sometimes incorrectly reject an input \( x \in L \). Similarly if \( L \in \text{co-RP} \) then there exists a polynomial time PTM for \( L \) which is always correct when it rejects an input but which will sometimes incorrectly accept an input \( x \notin L \).

Formally a language \( L \) belongs to co-RP iff there is a PTM, \( M \), with polynomial running time such that on any input \( x \in \Sigma^*_0 \):

(i) if \( x \in L \) then \( \Pr[M \text{ accepts } x] = 1 \);
(ii) if \( x \notin L \) then \( \Pr[M \text{ accepts } x] \leq 1/2 \).

When we introduced PTMs we defined the notion of time complexity only for machines that halt on all inputs regardless of the random bits on the coin-tossing tape. Thus if there is a probabilistic polynomial time algorithm for a language \( L \) which has zero probability of making an error then \( L \in \text{P} \). (Simply fix any particular sequence of random bits of the correct polynomial length and use these to decide any input.) However, if we do not insist that our PTM is halting then we can still consider algorithms whose expected running times are polynomial and which have zero error probability. Such algorithms are known as Las-Vegas algorithms and can be extremely useful, particularly in situations where it is essential that the answer is correct.

A language \( L \) is decidable in zero-error probabilistic polynomial time or equivalently belongs to ZPP iff there exists a PTM, \( M \), with polynomial expected running time such that for any input \( x \in \Sigma^*_0 \):

(i) if \( x \in L \) then \( \Pr[M \text{ accepts } x] = 1 \);
(ii) if \( x \notin L \) then \( \Pr[M \text{ accepts } x] = 0 \).

It is not too difficult to show that this class is actually the same as \( \text{RP} \cap \text{co-RP} \).

**Proposition 4.13** The classes ZPP and \( \text{RP} \cap \text{co-RP} \) are equal.

**Proof:** If \( L \in \text{ZPP} \) then there exists a PTM \( M \) with polynomial expected running time \( p(n) \) such that \( M \) has zero error probability. Hence if \( M \) halts on input \( x \in \Sigma^*_0 \) then it is always correct (as any finite computation uses finitely many random bits and so has strictly positive probability of occurring).

Form a new PTM \( N \) for \( L \) by simulating \( M \) on input \( x \in \Sigma^*_0 \) for time \( 2p(n) \) and rejecting if \( M \) does not halt. Clearly this is a polynomial time PTM and it has zero probability of accepting \( x \notin L \). Moreover, by Markov’s
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Inequality (Appendix 4, Proposition A4.3), we know that the probability that any random variable exceeds twice its expected value is at most 1/2. Thus if \( x \in L \) then

\[
\Pr[M \text{ accepts } x \text{ in time at most } 2p(n)] \geq 1/2.
\]

Hence \( L \in \mathbb{R}P \). To see that \( L \in co-RP \) we simply build another PTM which is identical to \( N \) except that it accepts if \( M \) does not halt in time \( 2p(n) \).

Conversely if \( L \in \mathbb{R}P \cap co-RP \) then there exist polynomial time PTMs \( M \) and \( N \) such that if \( M \) accepts it is always correct and if \( N \) rejects it is always correct. Moreover for any \( x \in \Sigma_0^n \) if both machines are run on input \( x \) the probability that one of these events occurs is at least 1/2. So given \( x \in \Sigma_0^n \) simply run \( M \) and \( N \) repeatedly in turn on input \( x \) until \( M \) accepts or \( N \) rejects. This gives a PTM with zero-error probability and expected running time \( 2(p_M(n) + p_N(n)) \), where \( p_M(n) \) and \( p_N(n) \) are polynomial bounds on the running times of \( M \) and \( N \) respectively. Hence \( L \in \mathbb{Z}PP \). \( \Box \)

Unfortunately it is very hard to find any examples of languages in \( \mathbb{Z}PP \setminus \mathbb{P} \). Indeed this class may well turn out to be empty, although proving this would be a major new result.

4.5 Bounded-error probabilistic polynomial time

For a language to belong to \( \mathbb{R}P \) or \( co-\mathbb{R}P \) there must exist a probabilistic polynomial time algorithm which makes one-sided errors. A more natural type of algorithm to ask for is one that can make errors on any input (either \( x \in L \) or \( x \not\in L \)) but which is ‘usually correct’. Thus we will consider algorithms which have a reasonable chance of accepting an input from the language, while also having a reasonable chance of rejecting an input not from the language.

Note that for any language \( L \) we can construct a polynomial time PTM, \( M \), such that on any input \( x \in \Sigma_0^* \):

(i) if \( x \in L \) then \( \Pr[M \text{ accepts } x] \geq 1/2 \);
(ii) if \( x \not\in L \) then \( \Pr[M \text{ accepts } x] \leq 1/2 \).

We simply let \( M \) read a single random bit and accept \( x \) iff this is 1. (Equivalently toss a coin and accept \( x \) iff the coin lands on heads.)

Such an algorithm is obviously useless, however, if we could make the chance of accepting a correct input significantly higher and the chance of accepting an incorrect input significantly lower this would be useful. This leads to the
class of languages decidable in \textit{bounded-error probabilistic polynomial time} or \textit{BPP}.

A language \( L \) belongs to \textit{BPP} iff there is a PTM, \( M \), with polynomial running time such that on any input \( x \in \Sigma_0^n \):

(i) if \( x \in L \) then \( \Pr[M \text{ accepts } x] \geq 3/4 \);
(ii) if \( x \not\in L \) then \( \Pr[M \text{ accepts } x] \leq 1/4 \).

We should note that the values 3/4 and 1/4 in this definition are unimportant. Any constants \( c > 1/2 \) and \( (1 - c) < 1/2 \) could be used in their place, indeed as we shall see they need not be constants at all.

**Exercise 4.4** Show that replacing 3/4 and 1/4 by 2/3 and 1/3 respectively in the definition of \textit{BPP} does not change the class.

An important property of \textit{BPP} (that follows trivially from its definition) is that it is closed under complements, that is \textit{BPP} = \textit{co-BPP}.

Our next result says that if a language \( L \) belongs to \textit{BPP} then we can essentially decide \( L \) in polynomial time. The key idea is that we can boost our probability of being correct by repeating the algorithm and taking the majority answer.

**Proposition 4.14** If \( L \in \textit{BPP} \) and \( p(n) \geq 1 \) is a polynomial then there exists a polynomial time PTM, \( M \), such that on input \( x \in \Sigma_0^n \):

(i) if \( x \in L \) then \( \Pr[M \text{ accepts } x] \geq 1 - 2^{-p(n)} \);
(ii) if \( x \not\in L \) then \( \Pr[M \text{ accepts } x] \leq 2^{-p(n)} \).

Thus the probability that \( M \) makes a mistake is at most \( 2^{-p(n)} \).

**Proof:** If \( L \in \textit{BPP} \) then there exists a PTM \( N \) with polynomial running time such that if \( x \in \Sigma_0^* \) then

\[
\Pr[N \text{ makes a mistake on input } x] \leq \frac{1}{4}.
\]

Our new PTM, \( M \) works as follows. Let \( t \geq 1 \), then given \( x \in \Sigma_0^n \), \( M \) simulates \( 2t + 1 \) independent computations of \( N \) on input \( x \) and takes the majority vote. That is if \( N \) accepts more times than it rejects then \( M \) accepts, otherwise \( M \) rejects.

By symmetry we need only consider the case \( x \in L \). We need to show that for a suitable choice of \( t \), the probability that \( M \) rejects \( x \) is at most \( 2^{-p(n)} \).
Now $M$ rejects $x$ if and only if $N$ accepts $x$ at most $t$ times during the $2t + 1$ computations. Hence

$$\Pr[M \text{ rejects } x] \leq \sum_{k=0}^{t} \binom{2t+1}{k} \left( \frac{3}{4} \right)^k \left( \frac{1}{4} \right)^{2t+1-k}$$

$$\leq \frac{(t + 1)}{4} \left( \frac{2t + 1}{t} \right)^t \left( \frac{3}{16} \right)^t$$

$$\leq 2^{2r+1} \frac{(t + 1)}{4} \left( \frac{3}{16} \right)^t$$

$$\leq (t + 1) \left( \frac{3}{4} \right)^t.$$

Thus setting $t = 8p(n)$ this probability is less than $2^{-p(n)}$. Hence $M$ needs to simulate $N$ polynomially many times and, since $N$ had polynomial running time, so $M$ also has polynomial running time and the result holds. \qed

Note that this result can be interpreted as saying that a language in BPP is effectively decidable in polynomial time. This justifies our view of BPP as the class of ‘tractable languages’.

We have the following obvious containments between complexity classes that follow directly from the definitions, Theorem 4.4 and Proposition 4.13.

**Proposition 4.15** $P \subseteq ZPP = RP \cap \text{co-RP} \subseteq RP \subseteq RP \cup \text{co-RP} \subseteq BPP$.

With our new plethora of complexity classes comes a whole range of open questions.

(i) Is $P = ZPP$?
(ii) Is $RP = \text{co-RP}$?
(iii) Is $RP = NP \cap \text{co-NP}$?
(iv) Is $BPP \subseteq NP$?
(v) Is $NP \subseteq BPP$?
(vi) Is $RP \cup \text{co-RP} = BPP$?

### 4.6 Non-uniform polynomial time

Thus far we have always considered the task of finding a single algorithm or Turing machine to solve a computational problem, but what happens if we are allowed to use a collection of machines, one for each input length? Theoretically, given any language $L$ and input length $n \geq 1$, there exists a deterministic Turing
machine $M_n$ that decides $L$ for all inputs of length $n$. If the input alphabet has size $s$ then there are $s^n$ possible inputs of length $n$ and using a sufficiently large number of states $M_n$ can have a ‘look-up’ table of all inputs of length $n$ that belong to $L$ and hence accept $x \in \Sigma_0^n$ iff $x \in L$. Moreover it could do this in time $O(n)$ in the following way. Let $M_n$ have $3 + (s^{n+1} - 1)/(s - 1)$ states: a starting state, an accept state, a reject state and one state for each string of length at most $n$. As $M_n$ reads the input $x \in \Sigma_0^n$ its state is given by the string that it has read so far. Once it has read the whole input its transition function can tell it whether to accept or reject depending on whether $x$ belongs to $L$.

Such a collection of machines would be useless in practice, since the ‘size’ of $M_n$ would be exponential in $n$. If we wish to use different machines for different input lengths we need to place restrictions on the size of the machines, so first we need a definition of the size of a Turing machine.

The size of a Turing machine is the amount of space required to describe it. In order to describe a Turing machine we need to specify the tape alphabet $\Sigma$, the set of states $\Gamma$ and the transition function $\delta$. If $|\Sigma| = s$ and $|\Gamma| = t$ then the transition function may be described by giving a quintuple for each possible state/symbol combination thus the size of such a machine is $s + t + 5st$.

The obvious restriction to place on a machine if it is to decide inputs of length $n$ from a language $L$ in an efficient manner is to insist that its size and running time are polynomially bounded. Formally we say that a language $L$ is decidable in non-uniform polynomial time if there is an infinite sequence of DTMs $M_1$, $M_2$, ... and a polynomial $p(n)$ such that:

(i) the machine $M_n$ has size at most $p(n)$;
(ii) the running time of $M_n$ on any input of size $n$ is at most $p(n)$;
(iii) for every $n$ and every $x \in \Sigma_0^n$ the machine $M_n$ accepts $x$ iff $x \in L$.

We denote this class by $P/\text{poly}$. Clearly $P \subset P/\text{poly}$. (In fact the containment is strict since $P/\text{poly}$ contains non-recursive languages, in other words languages which are not decidable by any single Turing machine irrespective of their running time.)

It is easy to check that the following result holds.

**Proposition 4.16** If any $NP$-complete language belongs to $P/\text{poly}$ then $NP \subset P/\text{poly}$.

We can now show how powerful this new deterministic complexity class really is.

**Theorem 4.17** $BPP \subset P/\text{poly}$.
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Proof: The key idea in this proof is that if \( L \in \text{BPP} \) then for a fixed input length \( n \) there exists a polynomial time PTM and a single polynomial length sequence of coin-tosses such that all inputs of length \( n \) are correctly decided by this machine using this single sequence of coin-tosses. This allows us to build a deterministic Turing machine to decide inputs of length \( n \), with polynomial size and running time.

Let \( L \in \text{BPP} \). Without loss of generality we may suppose that \( \Sigma_0 = \{0, 1\} \) so there are exactly \( 2^n \) distinct input strings of length \( n \). Now, by Proposition 4.14, there exists a polynomial time PTM, \( M \), such that for every \( x \in \Sigma_0^n \):

(i) if \( x \in L \) then \( \Pr[M \text{ accepts } x] > 1 - 2^{-n} \);
(ii) if \( x \notin L \) then \( \Pr[M \text{ accepts } x] < 2^{-n} \).

We may assume that on all inputs of length \( n \) the machine \( M \) uses exactly \( q(n) \) coin-tosses, for some polynomial \( q(n) \).

For input \( x \in \{0, 1\}^n \) and coin-toss sequence \( y \in \{0, 1\}^{q(n)} \) let

\[
M(x, y) = \begin{cases} 
1, & M \text{ accepts } x \text{ using the coin-toss sequence } y, \\
0, & M \text{ rejects } x \text{ using the coin-toss sequence } y.
\end{cases}
\]

Also let

\[
L(x) = \begin{cases} 
1, & x \in L, \\
0, & x \notin L.
\end{cases}
\]

For any fixed input \( x \in \{0, 1\}^n \) the set of ‘good’ coin-toss sequences for \( x \) is

\[
G_C(x) = \{ y \in \{0, 1\}^{q(n)} \mid M(x, y) = L(x) \}.
\]

Properties (i) and (ii) of the machine \( M \) imply that

\[
|G_C(x)| > 2^{q(n)}(1 - 2^{-n}). \tag{4.1}
\]

For a sequence of coin-tosses \( y \in \{0, 1\}^{q(n)} \) the set of ‘good’ inputs for \( y \) is

\[
G_I(y) = \{ x \in \{0, 1\}^n \mid M(x, y) = L(x) \}.
\]

The following identity must hold, since both sides of this equation count the number of pairs \( (x, y) \in \{0, 1\}^{n+q(n)} \) such that \( M(x, y) = L(x) \),

\[
\sum_{x \in \{0, 1\}^n} |G_C(x)| = \sum_{y \in \{0, 1\}^{q(n)}} |G_I(y)|.
\]

Using equation (4.1) we have

\[
\sum_{y \in \{0, 1\}^{q(n)}} |G_I(y)| > 2^{q(n)+n}(1 - 2^{-n}).
\]
Hence there must exist a coin-toss sequence \( z \in \{0, 1\}^{q(n)} \) satisfying \( |G_I(z)| > 2^n - 1 \). But then \( |G_I(z)| = 2^n \) and so \( M \) decides all inputs of length \( n \) correctly using the single coin-toss sequence \( z \).

We can now construct a DTM \( M_n \) that on input \( x \in \{0, 1\}^n \) simulates the computation of \( M \) with the coin-toss sequence \( z \). This machine clearly decides all inputs of length \( n \) correctly and has polynomial size and running time. Hence \( L \in P/poly \) and so \( \text{BPP} \subset P/poly \). \( \Box \)

**Exercise 4.5**\(^h\) Prove that if any \( \text{NP} \)-complete language \( L \) belongs to \( P/poly \) then \( \text{NP} \subset P/poly \). (Proposition 4.16.)

### 4.7 Circuits

Recall that a Boolean function is a function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \). We will denote the collection of Boolean functions on \( n \) variables by

\[
B_n = \{ f \mid f : \{0, 1\}^n \rightarrow \{0, 1\} \}.
\]

It is a straightforward counting exercise to check that there are exactly \( 2^{2^n} \) functions in \( B_n \). We list the 4 elements of \( B_1 \) in Figure 4.2 and the 16 elements of \( B_2 \) in Figure 4.3. The algebraic expressions for these functions, such as \( 1 + x + xy \) for \( x \rightarrow y \), are evaluated mod 2.

Examining Figure 4.3 we have 16 different functions in \( B_2 \) but we can easily express all of these functions in terms of \( \{\neg, \lor, \land\} \). For example

\[
x \leftrightarrow y = (\neg x \lor y) \land (\neg y \lor x).
\]

In fact if we are given a general Boolean function \( f \in B_n \) we can easily express \( f \) using these three functions.

A Boolean function \( f \) is said to be in *disjunctive normal form* (or DNF) if it is written as

\[
f(x_1, \ldots, x_n) = \bigvee_{k=1}^m C_k,
\]
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<table>
<thead>
<tr>
<th>Function</th>
<th>$f(x, y)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$x$</td>
<td>$x$</td>
</tr>
<tr>
<td>$y$</td>
<td>$y$</td>
</tr>
<tr>
<td>$\neg x$</td>
<td>$1 + x$</td>
</tr>
<tr>
<td>$\neg y$</td>
<td>$1 + y$</td>
</tr>
<tr>
<td>$x \land y$</td>
<td>AND $xy$</td>
</tr>
<tr>
<td>$x \lor y$</td>
<td>OR $xy + x + y$</td>
</tr>
<tr>
<td>$x \land \neg y$</td>
<td>NAND $1 + xy$</td>
</tr>
<tr>
<td>$x \lor \neg y$</td>
<td>NOR $1 + x + y + xy$</td>
</tr>
<tr>
<td>$x \rightarrow y$</td>
<td>IF-THEN $1 + x + xy$</td>
</tr>
<tr>
<td>$\neg (x \rightarrow y)$</td>
<td>$x + xy$</td>
</tr>
<tr>
<td>$y \rightarrow x$</td>
<td>$1 + y + xy$</td>
</tr>
<tr>
<td>$\neg (y \rightarrow x)$</td>
<td>$y + xy$</td>
</tr>
<tr>
<td>$x \leftrightarrow y$</td>
<td>IFF $1 + x + y$</td>
</tr>
<tr>
<td>$\neg(x \leftrightarrow y)$</td>
<td>XOR $x + y$</td>
</tr>
</tbody>
</table>

Fig. 4.3 The 16 elements of $B_2$, the Boolean functions on two variables.

where each clause $C_k$ is a conjunction of literals. For example, of the following two formulae the first is in DNF while the second is not

$$(x_1 \land x_3 \land \neg x_7) \lor (\neg x_4 \land x_2) \lor (x_5 \land x_6),$$

$$(x_3 \land x_5) \lor (x_7 \land x_4) \lor (\neg x_6 \lor x_5) \lor (x_3 \land x_2).$$

**Theorem 4.18** Any Boolean function can be written in disjunctive normal form.

**Proof:** If $f \in B_n$ is unsatisfiable then

$$f(x_1, \ldots, x_n) = x_1 \land \neg x_1.$$ 

So suppose that $f \in B_n$ is satisfiable. We simply consider each satisfying truth assignment in turn. For a variable $x_i$, we write $x_i^1$ for $x_i$ and $x_i^0$ for $\neg x_i$. Let

$$S_f = \{(a_1, \ldots, a_n) \mid f(a_1, \ldots, a_n) = 1\}.$$ 

Then

$$f(x_1, \ldots, x_n) = \bigvee_{(a_1, \ldots, a_n) \in S_f} \bigwedge_{i=1}^n x_i^{a_i}.$$ 

This follows directly from the fact that the DNF formula on the right hand side is true iff one of its conjunctions is true and a literal $x_i^{a_i}$ is true iff $x_i = a_i$.  \qed
Thus the set of functions \( \{ \neg, \lor, \land \} \) can be used to construct any Boolean function. But is this a minimal set with this property? No. Since

\[ x \lor y = \neg(\neg(x \lor y)) = \neg(\neg x \land \neg y) \]

we can express all Boolean functions using \( \{ \neg, \land \} \), similarly we could use \( \{ \neg, \lor \} \). These are both minimal sets with this property. We call such a set a basis for \( B_n \).

In fact there is a smaller basis for \( B_n \).

**Proposition 4.19** All Boolean functions can be expressed in terms of \( \land \), that is \( \{ \land \} \) is a basis for \( B_n \).

**Proof:** To show this it is sufficient to describe \( \neg \) and \( \land \) in terms of \( \land \) since we already know that \( \{ \neg, \land \} \) is a basis for \( B_n \). Now

\[ \neg x = x \land x \quad \text{and} \quad x \land y = (x \land y) \land (x \land y). \]

\[ \square \]

For a set \( B \) of Boolean functions a circuit over \( B \) is an acyclic directed graph with the following properties:

(i) any vertex \( v \) with \( \deg_{\text{in}}(v) = 0 \) is labelled by a variable (these are the inputs);

(ii) every other vertex \( v \) is labelled by a function \( b \in B \) with \( \deg_{\text{in}}(v) \) variables (these are the gates);

(iii) there is a special output vertex \( w \) with \( \deg_{\text{out}}(w) = 0 \).

This is best understood by considering an example such as the circuit over \( B = \{ \neg, \lor, \land \} \) given in Figure 4.4.

A gate computes its output by reading the inputs from its in-edges and applying the Boolean function with which it is labelled to these inputs. It then sends the resulting value along all its out-edges.

A circuit \( C \) computes a Boolean function \( f \in B_n \) iff it has the property that when the inputs are \( x_1 = a_1, x_2 = a_2, \ldots, x_n = a_n \) then the value contained in the output vertex is \( f(a_1, a_2, \ldots, a_n) \).

The size of a circuit \( C \) is the number of gates it contains (that is the number of vertices in the underlying graph excluding the input and output vertices), we denote this by \( |C| \). The depth of a circuit \( C \), denoted by \( d(C) \), is the length of a longest directed path through the gates (that is the length of a longest directed path in the underlying graph from an input vertex to the output vertex). So the example in Figure 4.4 has size 4 (since it has 4 gates: \( \lor, \neg, \lor, \land \)) and depth 4 (the longest directed path through the circuit contains 4 edges).
For any Boolean function $f$ and basis $B$ we define the circuit complexity of $f$ with respect to $B$ by

$$C_B(f) = \min\{|C| | C \text{ is a circuit over } B \text{ which computes } f\}$$

and the depth of $f$ with respect to $B$ by

$$D_B(f) = \min\{d(C) | C \text{ is a circuit over } B \text{ which computes } f\}.$$ 

In the special case $B = \{\neg, \lor, \land\}$ we omit the subscript $B$, and write $C(f)$ and $D(f)$ to denote this.

Circuits can be used to decide languages in the following way. Assume that inputs are encoded in binary, then a family of circuits $\{C_n\}_{n=1}^{\infty}$ decides $L$ iff for every $x \in \{0, 1\}^n$ the circuit $C_n$ outputs true iff $x \in L$.

We can now define the class of languages decidable by polynomial size circuits to be

$$\text{C-poly} = \{L \subseteq \{0, 1\}^* | \text{there is a polynomial } p(n) \text{ and a family of circuits, } \{C_n\}_{n=1}^{\infty} \text{ which decide } L, \text{ satisfying } |C_n| \leq p(n)\}.$$ 

The reader may have noticed that the class C-poly has certain similarities with the class $\text{P/poly}$: namely a different circuit/machine is used for each input size and the size of the circuit/machine is polynomially bounded. It is not too difficult to see that $\text{C-poly} \subseteq \text{P/poly}$ since given a family of polynomial size circuits we can easily construct a family of polynomial sized DTMs with the required properties. It is less obvious that the converse also holds.
Theorem 4.20 If $L \subseteq \Sigma_0^*$ is decided by a DTM in time $T(n)$ then there exists a family of circuits $\{C_n\}_{n=1}^\infty$ such that $C_n$ decides $L$ on inputs of size $n$ and $|C_n| = O(T^2(n))$.

Proof: Suppose that $L \subseteq \Sigma_0^*$ is decided by a DTM $M$ in time $T(n)$. Fix $n \geq 1$, we will describe a circuit $C_n$ that decides $L$ on inputs of size $n$ and satisfies $|C_n| = O(T^2(n))$.

The DTM $M$ is described by its set of states $\Gamma$, its tape alphabet $\Sigma$ and its transition function $\delta$. Each state can be encoded as a binary string of length $g = \lfloor \log |\Gamma| \rfloor + 1$, while every symbol can be encoded as a binary string of length $s = \lfloor \log |\Sigma| \rfloor + 1$. We can then encode its transition function $\delta$ as a circuit, $D$, of constant size, with $g + s$ inputs and $g + s + 2$ outputs. The outputs describe the new state, new symbol and whether the head should move left or right.

Since $M$ takes at most $T(n)$ steps it cannot use tape squares other than $-T(n)$ up to $T(n)$. We will have $T(n)$ layers in our circuit, one for each possible time during the computation. Each layer will consist of $2T(n) + 1$ component circuits, one for each possible tape square. The components are all identical, except those on the last layer and are constructed from the circuit $D$ for $\delta$.

Let $B_{i,t}$ be the component circuit corresponding to square $i$ on layer $t$. Then $B_{i,t}$ is joined to $B_{i-1,t+1}, B_{i,t+1}$ and $B_{i+1,t+1}$. The component $B_{i,t}$ takes three types of input.

(i) Three single bits from $B_{i-1,t-1}, B_{i,t-1}$ and $B_{i+1,t-1}$ telling it if the read–write head moved from square $i \pm 1$ to $i$ at time $t - 1$ or if the computation has finished and the read–write head is stationary at square $i$ at time $t - 1$.

(ii) Three binary strings corresponding to the state of the machine, from $B_{i-1,t-1}, B_{i,t-1}$ and $B_{i+1,t-1}$. (If the read–write head is scanning square $i$ at time $t$ then by using the single bits corresponding to the head movement the circuit knows which of these is in fact the current state of $M$.)

(iii) A binary string corresponding to the symbol contained in square $i$ at time $t$ from $B_{i,t-1}$.

The computation of $B_{i,t}$ depends firstly on the single bits telling it whether or not the read–write head is currently scanning square $i$. If this is the case then it computes the value of $\delta$ using the circuit $D$ with the current state (correctly chosen from the three possible states it is given) and the current symbol in square $i$.

The component $B_{i,t}$ then passes the new state to $B_{i-1,t+1}, B_{i,t+1}$ and $B_{i+1,t+1}$. It also passes a single bit to $B_{i-1,t+1}, B_{i,t+1}$ and $B_{i+1,t+1}$ corresponding to
whether the head moved left, right or remained stationary. Finally it passes the new symbol written in square $i$ to $B_{i,t+1}$.

If the head is not currently scanning square $i$ then $B_{i,t}$ simply passes on the three states it received to $B_{i-1,t+1}$, $B_{i,t+1}$ and $B_{i+1,t+1}$, it also passes them zeros to tell them that the head is not moving into any of these squares from square $i$. Finally it passes its symbol to $B_{i,t+1}$. (Part of the circuit is depicted in Figure 4.5.)

If $M$ ever reaches a halting state then the component circuits simply pass the halting state on without trying to evaluate $\delta$ until the final layer is reached. The final layer simply checks which square the read-write head is scanning and reads off the final state of $M$.

Clearly this circuit will decide $L$ on inputs of length $n$ assuming that $x$ is encoded as binary and given to the first layer together with the starting state of $M$ and starting head position.

Moreover the size of this circuit is $O(T^2(n))$, since it is constructed from $T(n)(2T(n) + 1)$ component circuits, each of constant size.

With a little more work, one can prove the following corollary.

**Corollary 4.21** The classes $\mathcal{C}$-poly and $P/\text{poly}$ are equal.

(This follows from the proof of Theorem 4.20 if we also show that the circuit $D$ which computes the transition function of $M$ can be implemented as a circuit of size $O(|M| \log |M|)$.)

Theorem 4.17 then implies the following result.

**Corollary 4.22** Any language in $\text{BPP}$ has polynomial size circuits.
**Exercise 4.6** Prove by induction on $n$ that there are exactly $2^{2^n}$ Boolean functions on $n$ variables.

### 4.8 Probabilistic circuits

Having previously considered probabilistic Turing machines it is natural to ask whether randomness can help in circuit computations.

A probabilistic circuit is an ordinary circuit with some extra inputs $y_1, \ldots, y_m$ which are chosen independently and uniformly at random from \{0, 1\}. We say that a probabilistic circuit $C$ computes a function $f : \{0, 1\}^n \to \{0, 1\}$ iff for all $x_1, \ldots, x_n \in \{0, 1\}$

$$ \Pr[C(x_1, \ldots, x_n, y_1, \ldots, y_m) = f(x_1, \ldots, x_n)] \geq 3/4. $$

We say that a family of probabilistic circuits \{\text{\textit{C}}_n\}_{n=1}^{\infty} decides a language $L \subseteq \{0, 1\}^*$ iff $\text{\textit{C}}_n$ computes the function $f_{L,n} : \{0, 1\}^n \to \{0, 1\}$ defined by

$$ f_{L,n}(x) = \begin{cases} 1, & \text{if } x \in L, \\ 0, & \text{otherwise.} \end{cases} $$

It is not too difficult to see that Theorem 4.17 can be extended to show that probabilistic circuits are essentially no more powerful than ordinary circuits.

**Theorem 4.23** If $f : \{0, 1\}^n \to \{0, 1\}$ is computed by a probabilistic circuit $C$ then it is computed by a deterministic circuit $D$ with $|D| = O(n|C|)$.

**Proof:** We first construct a probabilistic circuit $Q$ that has probability greater than $1 - 2^{-n}$ of computing $f(x_1, \ldots, x_n)$ correctly. This can be done by taking $16n + 1$ copies of $C$ and computing the majority of their answers. The analysis of this is identical to the proof of Proposition 4.14. This new circuit clearly has size $O(n|C|)$.

By the same argument as that used in the proof of Theorem 4.17 there must exist a random sequence $y$ for which $Q$ computes every value of $f(x_1, \ldots, x_n)$ correctly. Fixing this random sequence we obtain a deterministic circuit which computes $f(x_1, \ldots, x_n)$ and has size $O(n|C|)$. $\square$

**Corollary 4.24** Any language which can be decided by polynomial size probabilistic circuits can be decided by polynomial size deterministic circuits.
4.9 The circuit complexity of most functions

We saw in Theorem 4.18 that any Boolean function can be written in disjunctive normal form. This allows us to give an upper bound on the circuit complexity of any $f \in B_n$.

**Corollary 4.25** Any Boolean function $f \in B_n$ satisfies $C(f) = O(n2^n)$.

*Proof:* We can construct a circuit for $f \in B_n$ of size $O(n2^n)$ by using its disjunctive normal form. \qed

Our next result, due to Shannon (1949), shows that in fact ‘most’ Boolean functions have large circuit complexity (unfortunately the proof uses the so-called probabilistic method and so does not provide any concrete examples of such functions).

**Theorem 4.26** Almost every function in $B_n$ satisfies $C(f) \geq 2^n/n$, that is

$$\lim_{n \to \infty} \frac{|\{f \in B_n \mid C(f) \leq 2^n/n\}|}{|B_n|} = 0.$$ 

*Proof:* We need to show that if $E_n$ is defined by

$$E_n = \{f \in B_n \mid C(f) \leq 2^n/n\},$$

then

$$\lim_{n \to \infty} \frac{|E_n|}{|B_n|} = 0.$$ 

Note firstly that the number of Boolean functions on $n$ variables is $2^{2^n}$.

The result will follow from simply counting the number of circuits with $n$ inputs and of size $s$, which we denote by $C(n, s)$.

A circuit (over $\{\lor, \land, \neg\}$) with $n$ inputs and $s$ gates is specified by describing:

(i) the function from $\{\lor, \land, \neg\}$ at each gate;
(ii) the one or two inputs to each gate;
(iii) the choice of the special output gate.

There are three choices for the function at each gate. The number of possible inputs to a gate is $\binom{n+s}{2}$ (the input could be from one or two of any of the other $s-1$ gates and $n$ inputs). Finally the number of choices for the output gate is $s$ so

$$C(n, s) < \frac{s \left(3 \binom{n+s}{2}\right)^s}{s!}. $$


The factor $s!$ in the denominator is present because the order of the gates is unimportant.

For $s \geq n$ and $n$ large we can use Stirling’s formula (see Appendix 1) which tells us that $s! \geq (s/e)^s$. We also have $s^{1/s} \leq 2$ so

$$C(n, s) \leq \left(\frac{3e(n+s)^2}{s}\right)^s \leq \left(3es\left(\frac{n}{s} + 1\right)^2\right)^s.$$ 

Since $s \geq n$ we have

$$C(n, s) \leq (12es)^s.$$ 

Moreover there are at least as many circuits with $s + 1$ gates as there are with $s$ gates so

$$C(n, s) \leq C(n, s + 1).$$

Hence if $N = 2^n/n$, $n$ is large and $s \leq N$ then $C(n, s) \leq (12eN)^N$. Thus

$$|E_n| = \sum_{s=1}^{N} C(n, s) \leq N(12eN)^N = (12e)^NN^{N+1}.$$ 

So, since $|B_n| = 2^{2^n} = 2^{nN}$, we have

$$\log\left(\frac{|E_n|}{|B_n|}\right) \leq N\log(12e) + n - (N + 1)\log n,$$

which tends to $-\infty$ as $n$ tends to infinity. Therefore

$$\lim_{n \to \infty} \frac{|E_n|}{|B_n|} = 0. \quad \square$$

In fact this lower bound essentially gives the true circuit complexity of functions in $B_n$ as shown by the following result due to Lupanov (1958).

**Theorem 4.27** If $f \in B_n$ then $C(f) = (1 + o(1))\frac{2^n}{n}.$

## 4.10 Hardness results

Given that the circuit complexity of most Boolean functions is far from polynomial one might hope that we could find examples of problems in NP with non-polynomial circuit complexity. Unfortunately the largest known lower bound for the circuit complexity of a problem in NP is in fact linear.

However, if we restrict the gates of our circuits to belong to $M_2 = \{\land, \lor\}$ then hardness results can be proved. A circuit is said to be *monotone* if it contains
only gates from $M_2$. A Boolean function is monotone iff it is computable by a monotone circuit.

Consider the Boolean function $\text{CLIQUE}_{k,n}$ associated to the decision problem $\text{CLIQUE}$. This has $\binom{n}{2}$ inputs corresponding to the possible edges of a graph on $n$ vertices and is equal to 1 iff this input graph contains a clique of order $k$. Since the presence of a clique of order $k$ can be checked by a circuit of size $\binom{k}{2}$ we know that

$$C(\text{CLIQUE}_{k,n}) = O\left(\binom{n}{2}\binom{k}{2}\right).$$

Razborov (1985) in a significant breakthrough obtained a super-polynomial lower bound for the complexity of a monotone circuit for $\text{CLIQUE}_{k,n}$. This was then improved to the following result by Alon and Boppana (1987).

**Theorem 4.28** If $k \leq n^{1/4}$ then every monotone circuit computing $\text{CLIQUE}_{k,n}$ contains $n^{\Omega(\sqrt{k})}$ gates.

The proof of this result is beyond the scope of this text.

We end this chapter with an intriguing result relating two fundamental questions in complexity theory. Let $E$ be the following complexity class

$$E = \{L \subseteq \Sigma_0^* \mid \text{there is a DTM } M \text{ which decides } L \text{ and } c > 0, \text{ such that } T_M(n) = O(2^{cn})\}.$$

**Theorem 4.29** If there exists a language $L \in E$ and $\epsilon > 0$ such that any family of circuits $\{C_n\}_{n=1}^{\infty}$ computing $L$ satisfies $|C_n| \geq 2^{\epsilon n}$ for $n$ large then $\text{BPP} = \text{P}$. If no such language exists then $\text{P} \neq \text{NP}$.

### Problems

4.1
Show that the value $1/2$ in the definition of $\text{RP}$ can be replaced by any other constant $0 < c < 1$ without changing the class. What if we replace $1/2$ by $1/p(n)$, where $p(n)$ is a polynomial satisfying $p(n) \geq 2$ and $n = |x|$?

4.2
If languages $A$ and $B$ both belong to $\text{RP}$ do the following languages belong to $\text{RP}$?
(a) $A \cup B$.
(b) $A \cap B$.
(c) $A \Delta B$.

4.3
Repeat the previous question with $\text{RP}$ replaced by
(a) $\text{BPP}$.
(b) $\text{ZPP}$.
4.4a Suppose Bob wishes to choose a large \( (\approx 2^{512}) \) prime and rather than using the Miller–Rabin test he uses the following algorithm,

repeat forever
  choose odd \( n \in_R \{2^{512} + 1, \ldots, 2^{513} - 1\} \)
  \( p \leftarrow \) true
  \( i \leftarrow 0 \)
  while \( p \) is true and \( i < 200 \)
    \( i \leftarrow i + 1 \)
    choose \( a \in_R \mathbb{Z}_n^+ \)
    if \( a^{n-1} \not\equiv 1 \mod n \) then \( p \leftarrow \) false
  end-while
  if \( p \) is true output \( n \)
end-repeat.

Suppose there are \( P \) primes and \( C \) Carmichael numbers in the range \( \{2^{512} + 1, \ldots, 2^{513} - 1\} \).

(a) If the algorithm outputs \( n \), give a lower bound for the probability that \( n \) is either prime or a Carmichael number.

(b) Give a lower bound for the number of values of \( n \) you expect the algorithm to choose before it finds one which it outputs?

(c) If \( P = 2^{503} \) and \( C = 2^{150} \) give an upper bound for the probability that the output \( n \) is not prime.

4.5h Consider the following probabilistic algorithm for 2-SAT.

Input: 2-SAT formula \( f(x_1, x_2, \ldots, x_n) = \bigwedge_{j=1}^m C_j \).

Algorithm:
  choose \( a_1, a_2, \ldots, a_n \in_R \{0, 1\} \)
  while \( f(a_1, a_2, \ldots, a_n) \neq \) true
    choose \( j \in_R \{ k \mid C_k \) is not satisfied by \( a_1, \ldots, a_n \} \)
    choose a literal \( x_i \in_R C_j \)
    change the value of \( a_i \)
  end-while
output ‘satisfiable’.

Show that if the input \( f \) is satisfiable then the expected number of repetitions of the while loop in this algorithm before it outputs ‘satisfiable’ is \( O(n^2) \).

4.6h Show that a language \( L \) belongs to BPP iff there exists a polynomial, \( p(n) \geq 3 \), and a polynomial time PTM, \( M \), such that on input \( x \in \Sigma^n_0 \):

(a) if \( x \in L \) then \( \Pr[M \text{ accepts } x] \geq (1/2) + (1/p(n)) \);
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(b) if \( x \not\in L \) then \( \Pr [M \text{ accepts } x] \leq (1/2) - (1/p(n)) \).

4.7

A perfect matching of a graph \( G = (V, E) \) is a set of edges \( M \) such that each vertex of \( G \) is contained in exactly one edge of \( M \). Consider the matrix \( A = (a_{ij}) \) given by

\[
a_{ij} = \begin{cases} 
  x_{ij}, & \text{if } i \text{ is adjacent to } j \text{ and } i < j, \\
  -x_{ji}, & \text{if } i \text{ is adjacent to } j \text{ and } i > j, \\
  0, & \text{otherwise}.
\end{cases}
\]

(Each \( x_{ij} \) is an indeterminate.)

(a) Prove that \( G \) has a perfect matching iff \( \det A \neq 0 \).

(b) Show that this leads to an RP algorithm to decide if a graph has a perfect matching.

4.8 Show that if \( A, B \) are languages, \( B \in \text{P/poly} \) and \( A \leq_m B \) then \( A \in \text{P/poly} \).

4.9 Prove that if \( L \in \text{P/poly} \) then \( \Sigma^* \backslash L \in \text{P/poly} \) and hence \( \text{co-P/poly} = \text{P/poly} \).

4.10 Prove that the disjunctive normal form of the Boolean function \( x_1 \oplus x_2 \oplus \cdots \oplus x_n \) contains \( n2^{n-1} \) literals.

4.11 The threshold function \( T_m(x_1, \ldots, x_n) \) is defined by

\[
T_m(x_1, \ldots, x_n) = \begin{cases} 
  1, & \text{if } \sum_{i=1}^{n} x_i \geq m, \\
  0, & \text{otherwise}.
\end{cases}
\]

Show, by construction, that for \( n \geq 2 \) the circuit complexity of \( T_2(x_1, \ldots, x_n) \) is less than \( 3n \). (In fact one can also show that the circuit complexity of \( T_2(x_1, \ldots, x_n) \) is at least \( 2n - 3 \).)

4.12 Let \( f \in B_n \). Use the fact that

\[
f(x_1, \ldots, x_n) = (x_1 \land f(1, x_2, \ldots, x_n)) \lor (\bar{x}_1 \land f(0, x_2, \ldots, x_n)),
\]

to show that \( C(f) = O(2^n) \).

4.13 We say that a Boolean function \( f \in B_n \) has property \( M \) iff

\[
(x_1, \ldots, x_n) \leq (y_1, \ldots, y_n) \implies f(x_1, \ldots, x_n) \leq f(y_1, \ldots, y_n),
\]

where \( (x_1, \ldots, x_n) \leq (y_1, \ldots, y_n) \) iff for each \( i \) we have \( x_i \leq y_i \).

Show that a Boolean function can be computed by a monotone circuit iff it has property \( M \).

Further notes

The first probabilistic algorithm in the sense that we use in this chapter, seems to be due to Berlekamp (1970). This was an algorithm for factoring a polynomial
modulo a prime $p$. It has running time bounded by a polynomial in $\deg(f)$ and $\log p$, and has probability at least $1/2$ of finding a correct factorisation of $f$. However, the real importance of this type of algorithm became much more widely appreciated with the announcement in 1974 of the primality test of Solovay and Strassen (1977). This was the predecessor of the Miller–Rabin test described here and is slightly less efficient than the latter.

Theorem 4.2 is due to Schwartz (1979) and also independently to Zippel (1979).

The seminal paper on the theory of probabilistic Turing machines is that of Gill (1977). In this he introduced the complexity classes $\text{RP}$, $\text{BPP}$ and $\text{ZPP}$, as well as the much larger class $\text{PP}$ probabilistic polynomial time.

Shannon (1949) was the first to consider measuring the complexity of a function by its circuit size. Good treatments of circuit complexity can be found in the books of Dunne (1988) and Wegener (1987). The class $\text{P}/\text{poly}$ was introduced by Karp and Lipton (1982).

Adleman (1978) proved the very striking result that any language in $\text{RP}$ can be decided by a circuit with polynomial complexity. Its generalisation to languages in $\text{BPP}$ given in Theorem 4.17 is due to Bennett and Gill (1981).

Theorem 4.20 showing how to efficiently simulate a DTM by a circuit is due to Schnorr (1976) and Fischer and Pippenger (1979).

The first part of Theorem 4.29 is due to Impagliazzo and Wigderson (1997) while the second is due to Kabanets (see Cook (2000)).

For a good introduction to the theory and application of probabilistic algorithms see the book of Motwani and Raghavan (1995).
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Symmetric cryptosystems

5.1 Introduction

As described in Chapter 1, a symmetric cryptosystem is one in which both Alice and Bob share a common secret key \( K \) and both encryption and decryption depend on this key.

Formally we can define such a cryptosystem as a quintuple

\[
\langle \mathcal{M}, \mathcal{K}, \mathcal{C}, e(\cdot, \cdot), d(\cdot, \cdot) \rangle,
\]

where \( \mathcal{M} \) is the message space, the set of all possible messages, \( \mathcal{K} \) is the key space, the set of all possible keys, and \( \mathcal{C} \) is the cryptogram space, the set of all possible cryptograms. Then

\[
e : \mathcal{M} \times \mathcal{K} \to \mathcal{C},
\]

is the encryption function and

\[
d : \mathcal{C} \times \mathcal{K} \to \mathcal{M},
\]

is the decryption function. To ensure that cryptograms can be decrypted they must satisfy the fundamental identity

\[
d(e(M, K), K) = M,
\]

for all \( M \in \mathcal{M} \) and \( K \in \mathcal{K} \).

Note that this identity implies that there must be at least as many cryptograms as messages.

Proposition 5.1 For any cryptosystem \( |\mathcal{M}| \leq |\mathcal{C}| \).

Proof: If there were more messages than cryptograms then for any given key there would be at least one cryptogram which Bob would be unable to decrypt.
(since it would have to correspond to at least two distinct messages). Hence $|\mathcal{M}| \leq |\mathcal{C}|$. 

**Example 5.2 Simple mono-alphabetic substitution**

The message space might consist of all sensible messages in a particular natural language such as English or French.

The key in this cryptosystem is a permutation $\pi$ of the alphabet $\Sigma$. To encrypt a message $M \in \mathcal{M}$ Alice replaces each letter of the message by its image under $\pi$, so if $M = M_1 \cdots M_n$ consists of $n$ letters then the cryptogram will be

$$C = e(M, \pi) = \pi(M_1) \cdots \pi(M_n).$$

To decrypt Bob simply applies the inverse permutation to each letter of the cryptogram in turn.

In such a cryptosystem each letter $a \in \Sigma$ is always encrypted as the same letter $\pi(a) \in \Sigma$. Any cryptosystem in which the encryption of each letter is fixed is useless since it will be vulnerable to attack via frequency analysis. Informally frequency analysis works by observing the different frequencies of letters in messages. For example in English we know that $E$, $T$ and $A$ will all occur far more often than $J$, $Q$ and $Z$. Using the statistics of letter frequencies it is easy to discover the key $\pi$ given a short piece of ciphertext.

**Example 5.3 The Vigenère cipher**

In the Vigenère cipher the key consists of a string of $k$ letters. These are written repeatedly below the message (from which all spaces have been removed). The message is then encrypted a letter at a time by adding the message and key letters together, working mod 26 with the letters taking values $A = 0$ to $Z = 25$.

For example if the key is the three letter sequence $KEY$ then the message

$$M = \text{THISISTHEMESSAGE}$$

is encrypted using

$$K = KEYKEYKEYKEYKEYK$$

to give the cryptogram

$$C = DLGCMQDLCWIQCEEO.$$ 

The Vigenère cipher is slightly stronger than simple substitution. To attack it using frequency analysis is more difficult since the encryption of a particular letter is not always the same. However, it is still trivial to break given a reasonable amount of ciphertext.
First the attacker must discover the value of $k$. This can be done by building up frequency statistics for different possible values of $k$ (since for the correct value of $k$, letters that occur a distance $k$ apart in the message are encrypted using the same fixed alphabet so they should display the same statistics as letters from the underlying language of the message). Once the value of $k$ has been found, each letter of the key can be recovered separately using frequency analysis.

Clearly the longer the key the more secure the cryptosystem will be. Similarly the fewer messages that are sent (and intercepted) the more difficult Eve’s job will be.

Exercise 5.1* If Alice uses the Vigenère cipher with key ALICE, how does Bob decrypt the cryptogram NZBCKZLELO TKGSFVMA?

5.2 The one time pad: Vernam’s cryptosystem

An obvious way of designing a cryptosystem is to represent a message $M$ as a string of binary digits or bits and then to encrypt as follows.

We denote bitwise addition mod 2 by $\oplus$. This is also known as exclusive or (XOR). Thus, if $a, b \in \{0, 1\}$ then $a \oplus b = a + b \mod 2$, while if $a, b \in \{0, 1\}^t$ then

$$a \oplus b = (a_1 \oplus b_1, a_2 \oplus b_2, \ldots, a_t \oplus b_t) \in \{0, 1\}^t.$$

If the message is an $n$-bit string $M \in \{0, 1\}^n$ then the key $K \in \{0, 1\}^n$ is a secret $n$-bit string that is chosen uniformly at random by taking $n$ independent random bits. Alice then forms the cryptogram

$$C = e(M, K) = M \oplus K.$$

Thus

$$C = (M_1 \oplus K_1, M_2 \oplus K_2, \ldots, M_n \oplus K_n).$$

Clearly, if Bob also knows the key $K$ then he can decrypt by calculating

$$M = d(C, K) = C \oplus K.$$

This works since

$$C \oplus K = (M \oplus K) \oplus K = M \oplus (K \oplus K) = M.$$

This cryptosystem is known as the one-time pad or Vernam’s cryptosystem after its inventor. It can be seen as an extension of the Vigenère cipher, with a random key that is exactly the same length as the message.
This system has the following rather nice property. For any cryptogram \( C \) and any message \( M \) there is exactly one key that will result in \( M \) being encrypted as \( C \). Namely

\[
K = (M_1 \oplus C_1, \ldots, M_n \oplus C_n).
\]

All of the other ciphers we have examined so far had the property that if Eve tried to decrypt an intercepted cryptogram she would know when she had succeeded since she would be able to recognise that the message she had recovered made sense. With the one-time pad any cryptogram could be the encryption of any message, so when attempting to decrypt Eve has no way of telling when she has succeeded!

Although this cryptosystem is certainly secure (it is allegedly used at the highest levels of government) it has several major drawbacks.

The most significant of these is that the secret key must be as long as the message, so its use is only practical in situations where the key may be transported securely in advance and then stored in total security. If a user is lazy and reuses their key then the system quickly becomes less secure. (The name one-time pad refers to the fact that the key is used only once.)

Indeed a historical example of how reuse of a one-time pad is insecure can be found in the NSA’s successful decryption of various KGB communications, in project VENONA. This was made possible by, among other factors, the Soviet’s reuse of pages from one-time pads. (See the NSA website for an article by Robert Benson describing these events.)

**Exercise 5.2** A user of the one-time pad encrypts the message 10101 and obtains the cryptogram 11111. What was the key?

### 5.3 Perfect secrecy

As was briefly outlined in Chapter 1 there is a classical theory of cryptography in which cryptosystems can have ‘perfect secrecy’. This is one of the most important concepts developed by Shannon in the 1940s. He defined such a system as one in which ‘the adversary \([Eve]\) gains no new information whatsoever about the message from the cryptogram’. To define this precisely we need to describe Shannon’s probabilistic model of symmetric cryptosystems.

Each message \( M \in \mathcal{M} \) has an \textit{a priori} probability \( p_M > 0 \) of being sent, where

\[
\sum_{M \in \mathcal{M}} p_M = 1.
\]
The assumption that the $p_M$ are non-zero simply means we discard messages that are never sent.

Similarly each key $K \in \mathcal{K}$ has an a priori probability $q_K > 0$ of being used to encrypt the message, and again

$$\sum_{K \in \mathcal{K}} q_K = 1.$$  

The assumption that the $q_K$ are non-zero simply means that we discard keys that are never used.

These induce an a priori probability $r_C$ for each cryptogram $C \in \mathcal{C}$ of being received, namely

$$r_C = \sum p_M q_K,$$

where the sum is over all pairs $K \in \mathcal{K}, M \in \mathcal{M}$ such that $e(M, K) = C$.

Since $p_M > 0$ and $q_K > 0$ so $r_C > 0$ for any cryptogram $C$ that can ever be received (we discard those that cannot).

Typically the $p_M$ will vary considerably from message to message (in most situations some messages are far more likely than others). But in most cryptosystems it is hard to envisage the keys not being chosen uniformly at random.

A cryptosystem has the property of perfect secrecy if the adversary learns nothing about the message from seeing the cryptogram. To be precise we mean that the a posteriori probability distribution on the message space given the cryptogram is equal to the a priori probability distribution on the message space. The a posteriori probability of a message $M$ having been sent given that a cryptogram $C$ is received is

$$\Pr[M \text{ sent} \mid C \text{ received}] = \frac{\Pr[M \text{ sent} \cap C \text{ received}]}{\Pr[C \text{ received}]} = \frac{\Pr[C \text{ received} \mid M \text{ sent}] p_M}{r_C} = \frac{p_M}{r_C} \sum q_K,$$

where the sum is over all $K$ such that $e(M, K) = C$.

Now for perfect secrecy we require that for each message $M$ and cryptogram $C$ the a priori probability of $M$ and the a posteriori probability of $M$ given $C$, should be equal. In other words for every $M \in \mathcal{M}$ and $C \in \mathcal{C}$ we have

$$p_M = \frac{p_M}{r_C} \sum q_K,$$

where the sum is over all $K$ such that $e(M, K) = C$. 

5.3 Perfect secrecy

The assumption that the $p_M$ are non-zero simply means we discard messages that are never sent.

Similarly each key $K \in \mathcal{K}$ has an a priori probability $q_K > 0$ of being used to encrypt the message, and again

$$\sum_{K \in \mathcal{K}} q_K = 1.$$
Perfect secrecy seems an incredibly strong requirement but in fact is realisable. However, achieving such a high level of security has a cost.

**Theorem 5.4** In any cryptosystem $\langle M, K, C, e, d \rangle$ with perfect secrecy

$$|M| \leq |C| \leq |K|.$$  

**Proof:** As we saw in Proposition 5.1 the inequality $|M| \leq |C|$ holds for any cryptosystem.

Suppose now that the cryptosystem has perfect secrecy. Then for any pair $M \in M$ and $C \in C$ we have $p_M > 0$ so the right-hand side of Equation (5.2) is positive. Hence the sum $\sum q_K$ must also be positive, so there is at least one key $K \in K$ such that $e(M, K) = C$. Now, for a fixed message $M$, the keys which result in $M$ being encrypted as different cryptograms must all be distinct. Thus there must be at least as many keys as cryptograms. \(\square\)

**Proposition 5.5** The one time pad has perfect secrecy.

**Proof:** We take our message space (and hence cryptogram space and key space) to be $\{0, 1\}^n$. Recall the a priori probabilities: $p_M$ that the message $M$ is sent; $r_C$ that a cryptogram $C$ is received and $q_K$ that a key $K$ is used for encryption. We need to show that

$$\Pr[M \text{ sent } | \text{ C received}] = p_M.$$  

By definition

$$\Pr[M \text{ sent } | \text{ C received}] = \frac{\Pr[M \text{ sent } \cap \text{ C received}]}{r_C}.$$  

First note that for any message

$$M = (M_1, M_2, \ldots, M_n)$$  

and cryptogram

$$C = (C_1, C_2, \ldots, C_n)$$

there is precisely one key $K \in K$ such that $e(M, K) = C$, namely

$$\hat{K} = (M_1 \oplus C_1, \ldots, M_n \oplus C_n).$$

Moreover, as the key consists of $n$ independent random bits, this key is used with probability $q_\hat{K} = 1/2^n$. Thus

$$r_C = \sum_{M \in M} \frac{p_M}{2^n} = \frac{1}{2^n}.$$
5.3 Perfect secrecy

Now

\[ \Pr[M \text{ sent } \cap C \text{ received}] = \Pr[M \text{ sent } \cap \hat{K} \text{ used}] \]

and since the choice of key is independent of the choice of message sent this gives

\[ \Pr[M \text{ sent } \cap C \text{ received}] = \frac{p_M}{2^n}. \]

Thus

\[ \Pr[M \text{ sent } | C \text{ received}] = \frac{p_M}{2^n} 2^n = p_M \]

and so the one-time pad has perfect secrecy. □

The one-time pad is the classic example of a stream cipher, that is a cryptosystem in which the message is encrypted a single bit at a time. (See Figure 5.1.) Formally in a stream cipher we encrypt a message \( M \in \{0, 1\}^n \) a single bit at a time using a keystream \( Z \in \{0, 1\}^n \) to give the cryptogram

\[ C = M \oplus Z. \]

If the keystream is a truly random string of length \( n \) then this is simply a one-time pad, however, in most situations it is unrealistic to expect both Alice and Bob to share a secret key of the same length as the message. Instead many other stream ciphers have been developed that try (but generally fail) to emulate the one-time pad.

To define a stream cipher we simply need to decide how to generate the keystream. Having decided that we cannot expect Alice and Bob to share a long secret random key we instead suppose that they both know a short random secret key from which they generate a longer keystream which is then used in a stream cipher. The general method is described below.

(1) Setup. Alice and Bob share a small random secret key \( K \in \{0, 1\}^k \). They both know how to generate a long keystream \( Z \in \{0, 1\}^n \) from \( K \). (Using some deterministic process.)
(2) **Encryption.** Alice encrypts a message $M \in \{0, 1\}^n$ bit by bit using the keystream to give the cryptogram, $C = M \oplus Z$. She sends this to Bob.

(3) **Decryption.** Bob decrypts using the keystream to recover the message as $M = C \oplus Z$.

For a stream cipher to be secure the keystream should certainly be ‘unpredictable’. Historically many different approaches have been used to generate long keystreams from short keys. One popular approach has been the use of linear feedback shift registers. We examine these in the next section.

It is important to note that none of the schemes we will describe in the remainder of this chapter are provably secure. Indeed the best we can do is to show what is certainly insecure. In Chapter 10 we will consider methods for generating unpredictable sequences using formal intractability assumptions. There we will see methods for generating sequences that are ‘as good as random’ assuming, for example, that factoring a product of two large primes is hard.

The schemes we examine below are important for practical reasons. They are easy to implement and are used in a wide range of often computationally constrained devices (for example Bluetooth).

### 5.4 Linear shift-register sequences

A **linear feedback shift register (LFSR)** (see Figure 5.2) is a machine consisting of $m$ registers $R_0, \ldots, R_{m-1}$, arranged in a row, together with an XOR gate. Each register holds a single bit and may or may not be connected to the XOR gate. There are constants $c_i$, $1 \leq i \leq m$ which are equal to 1 or 0 depending on whether or not there exists a connection between register $R_{m-i}$ and the XOR gate. The machine is regulated by a clock and works as follows.

Suppose that $X_i(t)$ denotes the content of register $R_i$ at time $t$ and let

$$X(t) = (X_{m-1}(t), \ldots, X_0(t)),$$

denote the **state** of the machine at time $t$ (this is simply the contents of all the registers). Then at time $t + 1$ the machine outputs $Z_{t+1} = X_0(t)$ and its state at time $t + 1$ is then given by

$$X_i(t + 1) = X_{i+1}(t),$$

for $0 \leq i \leq m - 2$ and

$$X_{m-1}(t + 1) = c_m X_0(t) \oplus c_{m-1} X_1(t) \cdots \oplus c_1 X_{m-1}(t).$$
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In other words at each tick of the clock, each register $R_i$ passes the bit it holds to its neighbour on the right. The content of the rightmost register, $R_0$, becomes the output bit $Z_t$ of the machine and the new content of the leftmost register, $R_{m-1}$, is the output of the XOR gate.

Thus, if the machine is initialised with a state vector $X(0)$, it will produce an infinite stream of bits, which we denote by $\{Z_t \mid 1 \leq t < \infty\}$, where $Z_t = X_0(t - 1)$. If

$$X(0) = (Z_m, Z_{m-1}, \ldots, Z_1)$$

then the output stream will start

$$Z_1, Z_2, \ldots, Z_m, \ldots$$

Note that if $X(0) = 0$ then the output bits will all be zero.

The constants $c_i$ are called the feedback coefficients. If $c_m = 1$ then the LFSR is said to be non-singular. The feedback coefficients define a polynomial

$$c(x) = 1 + c_1 x + c_2 x^2 + \cdots + c_m x^m,$$

known as the feedback polynomial (or alternatively the characteristic or connection polynomial).

For example the LFSR in Figure 5.3 has feedback polynomial $1 + x + x^2 + x^4$.

We say that an LFSR generates a binary sequence $\{Z_n\}$ if for some initial state its output is exactly the sequence $\{Z_n\}$.

We will say that a sequence $\{Z_t\}$ is periodic with period $p \geq 1$ if $Z_{t+p} = Z_t$ for all $t \geq 1$ and $p$ is the smallest integer with this property.

It is an easy exercise to show that any sequence generated by an LFSR will ultimately be periodic. That is if we discard some initial bits then the resulting
sequence will be periodic. However, if we wish to use the output of an LFSR to help generate a keystream it would be good to know that the output sequence does not have too small a period.

**Theorem 5.6** The output sequence of any non-singular LFSR is periodic for all initial states. If the machine has \( m \) registers then the maximum period is \( 2^m - 1 \).

**Proof:** Let \( L \) be a non-singular LFSR with \( m \) registers and feedback polynomial

\[
 c(x) = 1 + c_1 x + c_2 x^2 + \cdots + c_m x^m, \quad c_m = 1.
\]

If the state of the machine at time \( t \) is given by the column vector \( X(t) \) then

\[
 X(t + 1) = CX(t),
\]

where \( C \) is the matrix given below and arithmetic is performed mod 2

\[
 C = \begin{pmatrix}
 c_1 & c_2 & c_3 & \cdots & c_{m-1} & c_m \\
 1 & 0 & 0 & \cdots & 0 & 0 \\
 0 & 1 & 0 & \cdots & 0 & 0 \\
 \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
 0 & 0 & 0 & \cdots & 1 & 0 \\
\end{pmatrix}.
\]

Note that \( \det C = c_m = 1 \), so \( C \) is a non-singular matrix.

Using Equation (5.3) we obtain the general identity

\[
 X(t) = C^t X(0),
\]

where \( X(0) \) is the initial state of the machine.

If \( X(0) = 0 \) then clearly the output sequence is always zero; thus it is periodic with period 1. So we may suppose that \( X(0) \neq 0 \).
In this case Equation (5.4) implies that \( X(t) \neq 0 \) for all \( t \geq 1 \). Consider the sequence of vectors

\[
X(0), \ C X(0), \ldots, \ C^k X(0),
\]

where \( k = 2^m - 1 \). Since this is a sequence of \( 2^m \) non-zero binary vectors of length \( m \) they cannot all be distinct (since there are only \( 2^m - 1 \) such vectors in total). Hence there exist \( 0 \leq i < j \leq k \) such that

\[
C^i X(0) = C^j X(0).
\]

As \( C \) is non-singular so \( C^{-1} \) exists. Hence \( C^{-i} \) exists and

\[
X(0) = C^{j-i} X(0) = X(j - i).
\]

So if \( p = j - i \) and \( t \geq 0 \) then

\[
X(t + p) = C^{t+p} X(0) = C^t C^{j-i} X(0) = C^t X(0) = X(t)
\]

and so the sequence is periodic with period at most

\[
p = j - i \leq k = 2^m - 1.
\]

The feedback polynomial \( c(x) \) of an LFSR is said to be primitive if the following two conditions hold.

(i) \( c(x) \) has no proper non-trivial factors.
(ii) \( c(x) \) does not divide \( x^d + 1 \) for any \( d < 2^m - 1 \).

The next result says that such polynomials are good candidates for feedback polynomials in the sense that they generate output sequences with maximum period. For a proof see Lidl and Niederreiter (1986).

**Theorem 5.7** If \( R \) is a non-singular LFSR with a primitive feedback polynomial then its output sequence will have maximum period on any non-zero input.

One possible way to construct a stream cipher from an LFSR, \( R \), is to pretend that the output sequence of \( R \) is a one-time pad and encrypt the message accordingly. In other words if \( R \) has output sequence \( Z_1, Z_2, \ldots \) encrypt each bit of the message by

\[
C_i = M_i \oplus Z_i.
\]

The following theorem tells us that this is hopelessly insecure.

**Theorem 5.8** If the bit sequence \( Z_1, Z_2, \ldots \) is generated by a non-singular \( m \)-register LFSR, \( R \), and no shorter LFSR also generates this sequence then
the feedback polynomial of R is determined uniquely by any 2m consecutive terms of the sequence.

Proof: Suppose we have 2m consecutive terms of the sequence. Without loss of generality we may suppose that these are the first 2m terms. Thus they satisfy the following system of equations mod 2

\[
\begin{pmatrix}
Z_{m+1} \\
Z_{m+2} \\
\vdots \\
Z_{2m}
\end{pmatrix}
= \begin{pmatrix}
Z_m & Z_{m-1} & \cdots & Z_1 \\
Z_{m+1} & Z_m & \cdots & Z_2 \\
\vdots & \vdots & \ddots & \vdots \\
Z_{2m-1} & Z_{2m-2} & \cdots & Z_m
\end{pmatrix}
\begin{pmatrix}
c_1 \\
c_2 \\
\vdots \\
c_m
\end{pmatrix}
\tag{5.5}
\]

If the matrix on the right-hand side of Equation (5.5) is invertible then we are done since there is then a unique solution to the above system, which gives the coefficients of the feedback polynomial of R.

So suppose, for a contradiction, that this matrix is not invertible. Thus its rows are linearly dependent. Moreover the rows of this matrix are consecutive states of the machine: \( X(0), \ldots, X(m-1) \), so we have a linear dependence

\[
\sum_{i=0}^{m-1} b_i X(i) = 0,
\]

where \( b_0, \ldots, b_{m-1} \in \{0, 1\} \) are not all zero. Let

\[
k = \max\{i \mid b_i \neq 0\}.
\]

Then \( k \leq m - 1 \) and, since we are working mod 2, we have

\[
X(k) = \sum_{i=0}^{k-1} b_i X(i).
\]

Now if \( C \) is the matrix given by the feedback polynomial of R (as used in the proof of Theorem 5.6) then for any \( t \geq 0 \) we have

\[
X(t + k) = C' X(k)
= \sum_{i=0}^{k-1} b_i C' X(i)
= \sum_{i=0}^{k-1} b_i X(i + t).
\]

So in particular for \( t \geq 1 \) we have

\[
Z_{t+k} = \sum_{i=0}^{k-1} b_i Z_{t+i},
\]
and hence the sequence \( Z_1, Z_2, \ldots \) is generated by a \( k \)-register LFSR (whose feedback polynomial has coefficients \( b_0, b_1, \ldots, b_{k-1} \)). This contradicts the minimality of \( m \) and so proves the result. \( \square \)

Theorem 5.8 implies that using the output of an LFSR as the keystream in a stream cipher is insecure since it allows Eve to conduct a known-plaintext attack.

**Corollary 5.9** Using the output of a single LFSR as the keystream in a stream cipher is vulnerable to a known-plaintext attack.

**Proof:** Suppose that Alice and Bob use a stream cipher whose keystream is the output of an \( m \)-register LFSR and Eve knows a portion of plaintext of length \( 2m \), say \( M_{i+1}, M_{i+2}, \ldots, M_{i+2m} \). If she captures the corresponding portion of ciphertext \( C_{i+1}, C_{i+2}, \ldots, C_{i+2m} \) then she can recover the corresponding portion of keystream \( Z_{i+1}, Z_{i+2}, \ldots, Z_{i+2m} \) (since \( Z_j = C_j \oplus M_j \)). With this she can now determine the feedback polynomial of the LFSR, using Theorem 5.8.

Eve now knows how to construct the LFSR used to generate the keystream. She initialises it with the first \( m \) bits of the keystream \( Z_{i+1}, \ldots, Z_{i+m} \), and then generates the remainder of the keystream by simulating the LFSR.

Thus Eve is able to read the remainder of the message. \( \square \)

**Exercise 5.3** An enemy knows that the sequence 1011000111 is the output of a 5-register LFSR. What is the feedback polynomial of this LFSR?

### 5.5 Linear complexity

Despite the implications of Theorem 5.8, LFSRs are still widely used in cryptography. This is mainly because they are extremely easy to implement in hardware. We will examine methods of combining the output of several LFSRs to give more secure non-linear keystreams for use in stream ciphers. Analysing the cryptographic strengths and weaknesses of such schemes is rather difficult and in general we can only give minimal necessary requirements. They do not, however, give any real guarantee of security. The main measure of security that is used in practice in this area of cryptography is ‘proof by resilience’. That is if a system resists attacks for a number of years it may be considered secure.

We have already seen one criterion for security: the period of a sequence. Clearly if we are to use an LFSR generated keystream then the period of the sequence should be large. Another natural measure of how useful a sequence may be for cryptographic purposes is the size of its linear complexity.
The linear complexity of a binary sequence \( \{Z_n\} \) is defined to be the smallest integer \( L \) such that there exists an \( L \)-register LFSR which generates \( \{Z_n\} \). If no such LFSR exists then the sequence has infinite linear complexity.

(Note that this is a completely different notion of complexity to that of computational complexity considered in Chapters 2–4.)

Our motivation for considering the linear complexity of binary sequences is that if we use some complicated method for generating a binary sequence to use as a keystream it would be somewhat disconcerting to discover that in fact the sequence could be generated by a single LFSR with comparatively few registers. Hence we should be careful to use sequences with high linear complexity.

Since the initial \( m \) output bits of an \( m \)-register LFSR are simply the initial contents of the registers then clearly any binary sequence of length \( n \) is generated by an LFSR with at most \( n \) registers.

Could we combine LFSRs in some way so as to give a sequence of infinite linear complexity? No. Any sequence produced by a deterministic finite state machine will clearly be ultimately periodic and hence have finite linear complexity.

Given a finite sequence of bits \( \{Z_i\} \) of length \( n \) we know there is an LFSR with \( n \)-registers that generates \( \{Z_i\} \) so its linear complexity is at most \( n \). However, it will often be the case that an LFSR with far fewer registers will also generate the same sequence.

It is not difficult to see that the linear complexity of a binary sequence of length \( n \) can be determined in polynomial time. Massey (1969) describes what is now known as the Berlekamp–Massey algorithm which has running time \( O(n^2) \). We sketch below a conceptually simpler algorithm with running time \( O(n^3 \log n) \). It depends on the following lemma.

**Lemma 5.10** There exists a non-singular \( m \)-register LFSR which generates the sequence \( Z_1, Z_2, \ldots, Z_n \) iff the following system of equations for \( c_1, \ldots, c_m \) has a solution mod 2 with \( c_m = 1 \).

\[
\begin{align*}
Z_{m+1} & = c_1 Z_m + c_2 Z_{m-1} + \cdots + c_m Z_1, \\
Z_{m+2} & = c_1 Z_{m+1} + c_2 Z_m + \cdots + c_m Z_2, \\
& \vdots \\
Z_n & = c_1 Z_{n-1} + c_2 Z_{n-2} + \cdots + c_m Z_{n-m}.
\end{align*}
\]

**Proof:** These equations are simply necessary and sufficient conditions that an \( m \)-register LFSR with feedback polynomial \( 1 + c_1 x + \cdots + c_m x^m \) and initial state \((Z_m, Z_{m-1}, \ldots, Z_1)\) will output \( Z_1, Z_2, \ldots, Z_n \). \( \square \)
Testing whether such a solution exists for a particular \( 1 \leq m \leq n \) can be achieved in time \( O(n^3) \), using Gaussian elimination and so we use this as the basis for a simple ‘divide and conquer’ algorithm. Given any sequence \( Z_1, \ldots, Z_n \) this algorithm will output the feedback polynomial of a minimum length LFSR that generates the sequence.

**Proposition 5.11** There is a polynomial time algorithm for computing the linear complexity of any binary sequence \( Z_1, \ldots, Z_n \). (The algorithm will also find the feedback polynomial of a minimum length LFSR that generates the sequence.)

**Proof:** Our algorithm works as follows. First let \( m = \lfloor n/2 \rfloor \) and test the system of equations given by Lemma 5.10 to see if any \( m \)-register LFSR generates the sequence. If none exists repeat with \( m = \lfloor 3n/4 \rfloor \) otherwise repeat with \( m = \lfloor n/4 \rfloor \). Repeating in the obvious way we find the linear complexity of the sequence together with the feedback polynomial of a minimum length LFSR generating the sequence in time \( O(n^3 \log n) \).

We close this section by emphasising that whereas having high linear complexity is desirable in a candidate stream sequence it is far from sufficient. High linear complexity does not indicate security but low linear complexity certainly does imply insecurity.

We turn now to the problem of producing a keystream for a stream cipher using a combination of several LFSRs.

**Exercise 5.4**

(i) What is the linear complexity of the sequence 001101111?

(ii) Give the feedback polynomial of a minimal length LFSR that generates this sequence.

### 5.6 Non-linear combination generators

Many different methods have been proposed for generating keystreams from combinations of LFSRs. One common idea is to take a number of LFSRs in parallel and to use the output of a non-linear function \( f \) of the outputs of the different machines as the desired keystream.

**Example 5.12 The Geffe generator.**

This was proposed by Geffe in 1973 and is a non-linear combination generator with three LFSRs. The combining function is

\[
f(x_1, x_2, x_3) = x_1x_2 + x_2x_3 + x_3.
\]

This combining function has the following attractive property.
Proposition 5.13 Given three LFSRs $A$, $B$, $C$ whose feedback polynomials are all primitive and whose lengths, $a$, $b$, $c$, are all pairwise coprime the output sequence of the corresponding Geffe generator has period $(2^a - 1)(2^b - 1)(2^c - 1)$ and linear complexity $ab + bc + c$.

Another way of using LFSRs to produce more secure bitstreams is to work with a single machine, but to output some non-linear function of the lagged output.

For example, if an LFSR produces the stream $\{Y(t)\}_{t \geq 0}$, then we might output the stream $\{Z(t)\}_{t \geq k}$ where

$$Z(t) = f(Y(t), Y(t-1), \ldots, Y(t-k)),$$

where $f$ is a suitably chosen non-linear function of $k + 1$ variables. The function $f$ is called a filter. This type of system is known as a non-linear filter generator.

Variations of this theme can use more than one LFSR before applying the filter. One attractive system is the shrinking generator, proposed by Coppersmith et al. (1994).

Example 5.14 A shrinking generator sequence.

Two LFSRs $A$ and $S$ with primitive feedback polynomials are synchronised. Suppose they have output sequences $A_t$ and $S_t$ respectively. If $S_t = 1$ at time $t$ then the shrinking generator outputs $Z_t = A_t$ otherwise there is no output. For instance if $\{S_t\}$ is

$$011010100101001$$

and $\{A_t\}$ is

$$101101010010101$$

then $\{Z_t\}$ is

$$0100001.$$

Proposition 5.15 Suppose $A$ and $S$ are LFSRs with $a$ and $s$ registers respectively. If both $A$ and $S$ have primitive feedback polynomials and $\gcd(a, s) = 1$ then any non-trivial output sequence of the corresponding shrinking generator has period $2^{s-1}(2^a - 1)$ and linear complexity $C$ satisfying

$$a2^{s-2} < C \leq a2^{s-1}.$$
There is a huge literature on this, and other methods of designing stream ciphers based on LFSRs. We refer to Menezes, van Oorschot and Vanstone (1996).

5.7 Block ciphers and DES

Rather than encrypting a message a single bit at a time (as in a stream cipher) another common way to encrypt a message is in blocks. Naturally such systems are known as block ciphers.

Formally a block cipher takes a message block of length $m$ and a key of length $k$ and produces a cryptogram of length $m$, so

$$e : \{0, 1\}^m \times \{0, 1\}^k \rightarrow \{0, 1\}^m.$$  

Decryption then satisfies

$$d : \{0, 1\}^m \times \{0, 1\}^k \rightarrow \{0, 1\}^m, \quad d(e(M, K)) = M.$$  

The shared common key $K$ is secret and usually chosen at random. In general the form of the encryption function would be publicly known.

The most important and still most widely used block cipher, despite its age, is the Data Encryption Standard or DES. This is an example of a Feistel cipher.

In general a Feistel cipher is a block cipher that has even block size $m = 2n$. The message block is split into a pair of $n$-bit half-blocks, $M = (L_0, R_0)$. The encryption is an iterative procedure which operates as follows for some agreed number of rounds $t$. In each round, a new pair of half-blocks, $(L_j, R_j)$, is obtained from the previous pair $(L_{j-1}, R_{j-1})$ by the rule

$$L_j = R_{j-1}, \quad R_j = L_{j-1} \oplus f(R_{j-1}, K_j),$$

where $K_j$ is the subkey for the $j$th round, obtained (in some prescribed way) from the actual key $K$, and $f$ is a fixed function. Thus the final cryptogram will be $C = (L_t, R_t)$.

An important property of the encryption process is that it is invertible by anyone who knows how to encrypt. To reverse a single round of the encryption process we need to obtain $(L_{j-1}, R_{j-1})$ from $(L_j, R_j)$. But note that $R_{j-1} = L_j$ and

$$L_{j-1} = R_j \oplus f(R_{j-1}, K_j) = R_j \oplus f(L_j, K_j).$$

Hence decryption can be achieved by anyone who possesses the key and knows how to encrypt.
To specify a particular Feistel cipher we need to describe two things. First the *Feistel function* used to encrypt the right half-block in each round, that is the function $f$ above. Second the *key schedule*, this is the procedure for generating the subkeys $K_1, \ldots, K_t$ for the different rounds from the original key $K$. We outline some of these details for DES below.

DES is a Feistel cipher that was derived from an IBM cryptosystem known as Lucifer developed in the early 1970s. It was submitted to the National Institute of Standards and Technology (NIST) as a candidate for a government standard for encrypting unclassified sensitive information. Despite various criticisms, such as changes supposedly made by the NSA to the Feistel function as well as the cipher’s small key length, it was approved as a standard and published in 1977.

DES operates on message blocks of size 64. The key is also apparently 64 bits, however, only 56 of these are used, the other 8 may be used for parity checking or simply discarded. Hence the true key length is 56 bits. In practice messages may be longer than 64 bits and in this case a particular operation mode must be chosen, we will not discuss this here.

There are 16 rounds of encryption in DES. First a fixed permutation is applied to the 64 bits in the message block, the so-called initial permutation. The resulting block is then split in half to give $(L_0, R_0)$. (The initial permutation has no obvious cryptographic significance.)

The key schedule used to derive the subkeys for each round works as follows.

(i) First 56 bits of the 64-bit key $K$ are extracted. (The other bits are either discarded or used for parity checking. For this reason we will simply assume that the key length is 56.)

(ii) The 56 key bits are then split into two halves of 28 bits.

(iii) In each round both halves are rotated left by one or two bits (depending on the round number). Then 24 bits are selected from each half to give the subkey of 48 bits for the round.

As a Feistel cipher the encryption proceeds round by round as described above. The Feistel function $f$ is defined as follows. In the $j$th round it takes the current right half-block $R_{j-1}$ and the subkey for the $j$th round $K_j$ and does the following.

(i) The 32-bit half-block $R_{j-1}$ is expanded to 48 bits using the so-called expansion permutation, by duplicating some bits.

(ii) The subkey $K_j$, that is also 48 bits, is added bitwise to the expanded block mod 2.

(iii) The resulting 48-bit block is then split into eight 6-bit blocks each of which undergoes a non-linear transformation mapping each 6-bit block
to 4-bits. This is performed by the so-called S-boxes that are in fact lookup tables.

(iv) A permutation is then applied to the 32-bit output of the S-boxes (the so-called P-box).

This yields \( f(R_{j-1}, K_j) \).

Finally after the sixteen rounds are complete another permutation is applied to \((L_{15}, R_{15})\), the so-called final permutation. This is simply the inverse of the initial permutation.

The most important aspect of the encryption is the use of the S-boxes that introduce non-linearity into the process, without which the system would be easy to break. The actual design of the S-boxes has been the source of well-documented controversy over the years. The original design of this aspect was altered by the NSA with no reasons given at the time. It has since emerged that the original design would have been vulnerable to a particular type of attack known as differential cryptanalysis that at the time was not publicly known.

We will not describe the different known attacks on DES in detail. Perhaps the most important point to note is that even now the best known practical attack on DES is by brute force, that is searching through all \(2^{56}\) possible keys until the correct one is found (in fact we can do slightly better than this but not much). Indeed in 1998 a machine costing \$250,000\ was built that succeeded in decrypting a DES-encrypted message after 56 hours (see Electronic Frontier Foundation, 1998).

Although there exist theoretical attacks using both differential and linear cryptanalysis these all require huge amounts of known or chosen plaintext and so are impractical. Thus although these attacks are theoretically less computationally expensive, in practice brute force remains the best attack. That this is still true more than thirty years since the invention of DES is a remarkable achievement given the sustained attempts to find weaknesses in it. Very few cryptosystems have resisted such extensive cryptanalysis.

Despite the fact that a brute force attack on DES was already known to be feasible it was still reaffirmed as a federal standard in 1999. However, it was then recommended that a variant known as Triple DES be used instead.

**Triple DES or 3DES** as it is sometimes known is a rather ingenious block cipher based on DES and developed by Walter Tuchman. It builds on the success of DES, while increasing the key length so that brute force attacks become impossible (it also has the affect of making the other theoretical attacks more difficult). It uses DES three times, each time with a different DES key and so has a key length of \(3 \times 56 = 168\) bits. A key in Triple DES is a triple \(K = (K_1, K_2, K_3)\), where each \(K_i\) is a DES key. If we denote encryption under DES
using key $K_i$ by $DES_K_i(\cdot)$ and denote decryption by $DES^{-1}_{K_i}(\cdot)$ then a message block $M$ of 64 bits is encrypted under Triple DES with key $K = (K_1, K_2, K_3)$ as

$$C = DES_{K_3} \left( DES^{-1}_{K_2} \left( DES_{K_1}(M) \right) \right).$$

Thus the message is encrypted with DES key $K_1$, ‘decrypted’ with DES key $K_2$ and finally encrypted again with DES key $K_3$. Note that since encryption and decryption are essentially identical this is the same as encrypting three times with different DES keys. The reason for using ‘decryption’ in the second stage is for backwards compatibility with plain DES since by setting $K_2 = K_3$ Triple DES simply becomes single DES with key $K_1$.

An important property of DES encryption exploited by Triple DES is that it does not form a group. If it were a group then repeated encryption with different keys would be equivalent to a single encryption by some other key, and hence Triple DES would be no more secure than DES. The fact that it is not a group is evidence in favour of Triple DES being more secure than DES.

One other rather simple proposal for securing DES against brute force attacks is $DES-X$ due to Rivest. This uses a 184-bit key consisting of a single 56-bit DES key $K$ and two 64-bit keys $K_1$ and $K_2$. Encryption occurs by first simply XORing $K_1$ with the message then encrypting with DES using key $K$ and finally XORing with $K_2$ so the cryptogram of a 64-bit message block $M$ is

$$C = K_2 \oplus DES_K(M \oplus K_1),$$

where $DES_K(\cdot)$ is DES encryption with key $K$. This system is comparable to DES in terms of efficiency and is also backwards compatible with DES, simply take $K_1$ and $K_2$ to consist of 64 zeros. It has also been shown to be essentially immune to brute force key search (see Kilian and Rogaway (1996)). Although DES-X does not give increased security against the theoretical differential and linear attacks, if you believe that the only way to crack DES is via brute force then DES-X is an attractive replacement for it.

### 5.8 Rijndael and the AES

In January 1997 NIST announced the start of the search for a successor to DES: the Advanced Encryption Standard (AES). This would be an unclassified, public encryption scheme. Fifteen different designs were submitted and in October 2000 the scheme Rijndael, named after its inventors Joan Daemen and Vincent Rijmen of the COSIC Laboratory at K.U. Leuven in Belgium, was selected to
be the new AES. (In fact AES is not precisely Rijndael since the latter supports a larger range of block and key lengths.)

Like DES, AES is a block cipher. The message block size is fixed at 128 bits while the key length can be 128, 192 or 256 bits. It is a product cipher and uses 10, 12 or 14 rounds of encryption depending on the choice of key length. However, unlike the previous schemes which were Feistel based and intrinsically linear, Rijndael is non-linear. The non-linearity in Rijndael is produced by representing bytes as polynomials of degree 7 in $\mathbb{Z}_2[x]$. Thus $b_7 b_6 \ldots b_0$ is represented by the polynomial

$$b(x) = b_0 + b_1 x + \cdots + b_7 x^7.$$ 

Addition of bytes is simply ordinary bitwise XOR. Multiplication is by multiplication as polynomials modulo the irreducible polynomial $1 + x + x^3 + x^4 + x^8$.

Although the finite field structures used in presenting Rijndael make it easy to describe algebraically, describing the fine details is time (and space) consuming. Indeed, a whole book has recently been produced with the details of its description and structure (see Daemen and Rijmen (2004)). Details are also available on the Rijndael home-page.

While the AES was originally developed for use with unclassified material, in June 2003 it received the official blessing of the NSA for encryption of classified material up to the level of TOP SECRET (with a 192- or 256-bit key). As such it is the first publicly available cryptosystem to have been certified for classified use by the NSA.

Like DES, AES has also had more than its fair share of controversy. With its long key lengths it is secure against exhaustive key search. Moreover it has been designed with differential and linear attacks in mind. However, there has been significant interest in the algebraic structure of AES. In particular, papers of Courtois and Pieprzyk (2002) and Murphy and Robshaw (2002) showing how to recover the AES key from various systems of quadratic equations raised questions as to whether algebraic attacks might compromise its security.

**Exercise 5.5** What is the product in Rijndael of the bytes 10110111 and 10100101?

### 5.9 The Pohlig–Hellman cryptosystem

Apart from the one-time pad, all of the cryptosystems we have described so far have relied for their security on their resilience to attack. For example DES may
now be considered past its prime, however, it has withstood attacks incredibly well over the years and this resistance to attack has given users confidence in its security.

The next cryptosystem we will consider was one of the first to be based on a ‘known intractable problem’. That is to say its design was based on a problem that was already well known and, crucially, believed to be intractable.

The Pohlig–Hellman cryptosystem as it is now called was patented in May 1978. Its security relies on the belief that solving the generalised discrete logarithm problem modulo a large prime is difficult.

**GEN DISCRETE LOG**

Input: a prime \( p \) and \( a, b \in \mathbb{Z}_p^* \).

Output: a solution \( x \) to \( b = a^x \mod p \) if it exists.

Let \( p \) be a large integer. We will assume messages are broken into blocks so that each block can be represented by \( M \in \mathbb{Z}_p^* \). The encryption procedure is simply exponentiation mod \( p \) so

\[
C = e(M) = M^e \mod p,
\]

where \( e \) is the secret encryption key. Decryption is then achieved by

\[
d(C) = C^d \mod p,
\]

provided we can find a ‘correct’ decryption key \( d \).

Fermat’s Little Theorem (see Appendix 3, Theorem A3.11), tells us that for \( x \in \mathbb{Z}_p^* \)

\[
x^{p-1} = 1 \mod p.
\]

Hence we can find \( d \) whenever \( e \) is coprime with \( p - 1 \). For in this case \( e \) has an inverse in the group \( \mathbb{Z}_p^* \) so taking \( d \) to be this inverse, we have \( ed = 1 \mod p - 1 \) so \( ed = 1 + k(p - 1) \) for some integer \( k \). Thus

\[
C^d = (M^e)^d = M^{1+k(p-1)} = M \mod p
\]

and \( d(e(M)) = M \) as required.

Note that \( d \) can be found in polynomial time from \( e \) and \( p - 1 \) using Euclid’s Algorithm (see Problem 2.7).

The prime \( p \) may be publicly known. If it is, then multiple users can save time by using the same prime instead of each having to find a prime of their own. For Alice and Bob to use this system they need to share a secret key \( e \) coprime to \( p - 1 \). From this they can both calculate \( d \) and hence both will be able to encrypt
and decrypt easily. (Note that both operations simply involve exponentiation mod \(p\) which we saw in Chapter 2 may be achieved in polynomial time.)

But what does the security of this system rest on?

Recovering the secret key \(e\) in the Pohlig–Hellman cryptosystem using a known-plaintext attack requires Eve to solve a special case of the generalised discrete logarithm problem.

To be precise, recovering the key \(e\) from the message \(M\) and cryptogram \(C = M^e \mod p\) is the same as solving an instance of the generalised discrete logarithm problem for a triple \((p, a, b)\) where we know that \(b = a^e \mod p\), for some \(e\) coprime with \(p - 1\). So if we believe that this is difficult then key recovery should be difficult for Eve.

This idea that ‘breaking the cryptosystem’ requires Eve to solve a well-known ‘intractable’ problem will be a recurring theme of the remainder of this text.

**Problems**

5.1\(^b\) Given that the cryptogram below was produced by a Vigenère cipher with keyword length less than five, do the following.

(i) Find the length of the keyword.

(ii) Find the keyword and hence decrypt the cryptogram.

\[\text{UWMPP ZYZUB ZMFBS LUQDE IMBFF AETPV}\]

(Note that the gaps in the cryptogram should be ignored, they are simply an aid to help you keep track of which position each character lies in.)

5.2\(^a\) *Hill’s cipher* encrypts a message \(M\) of length \(d\) in the Roman alphabet as follows. We identify the letters A–Z with the elements of \(\mathbb{Z}_{26}\). The key is a \(d \times d\) matrix \(A\) whose entries are from \(\mathbb{Z}_{26}\) and which has an inverse mod 26 (that is there exists a matrix \(B\) with entries from \(\mathbb{Z}_{26}\) such that \(AB = BA = I_d \mod 26\)). The cryptogram is \(C = AM\).

(i) Show that Hill’s cipher can be broken by a chosen-plaintext attack.

(ii) What is the minimum length of chosen-plaintext required to recover the key \(A\)?

5.3\(^a\) If \(S_1 = \langle \mathcal{M}_1, \mathcal{K}_1, \mathcal{C}_1, e_1, d_1 \rangle\) and \(S_2 = \langle \mathcal{M}_2, \mathcal{K}_2, \mathcal{C}_2, e_2, d_2 \rangle\) are two cryptosystems and \(\mathcal{M}_2 = \mathcal{C}_1\), show that for a suitable choice of \(d\) (which should be described) the following is also a cryptosystem \(\langle \mathcal{M}_1, \mathcal{K}_1 \times \mathcal{K}_2, \mathcal{C}_2, e_1(e_2(\cdot, \cdot), \cdot), d(\cdot, \cdot) \rangle\). (This is called the *product* of \(S_1\) and \(S_2\) and is denoted by \(S_1 \circ S_2\).)
5.4 If a message $M \in \{0, 1\}^n$ is encrypted using a one-time pad, show that the bits of the resulting cryptogram $C \in \{0, 1\}^n$ are mutually independent and uniformly distributed in $\{0, 1\}$.

5.5 Suppose Alice uses the same one time pad to send two messages $M_1$ and $M_2$ of the same length and Eve intercepts both cryptograms. What can she learn about the messages?

5.6 We say that a symmetric cryptosystem has pairwise secrecy if for any pair of messages $M_1, M_2 \in \mathcal{M}$ and any cryptogram $C \in \mathcal{C}$ the probability that $M_1$ is encrypted as $C$ is equal to the probability that $M_2$ is encrypted as $C$. (The probability in both cases is given by the random choice of key.) Show that a cryptosystem has pairwise secrecy iff it has perfect secrecy.

5.7 Show that the group of all $m \times m$ non-singular matrices over $\mathbb{Z}_2$ has order

$$N = 2^{m(m-1)/2}(2^2 - 1)(2^3 - 1) \cdots (2^m - 1).$$

Hence show that the period of any output sequence of any non-singular $m$-register LFSR must divide $N$.

5.8 Show that if $M$ is a non-singular, $m$-register LFSR, with a feedback polynomial that is irreducible over $\mathbb{Z}_2$ then the period of any output sequence must divide $2^m - 1$. (Note that a polynomial is irreducible over a field $\mathbb{F}$ iff it cannot be expressed as a product of two non-constant polynomials over $\mathbb{F}$.)

5.9 (i) Compute the linear complexity of the sequence 0000101001.

(ii) Find the feedback polynomial of a minimal length LFSR that generates this sequence.

5.10 Suppose that $Z_t$ is the output sequence of a Geffe generator, and the output sequences of the three LFSRs are $A_t, B_t$ and $C_t$ (so $Z_t = A_tB_t + B_tC_t + C_t \mod 2$). Show that

$$\Pr[Z_t = A_t] = \Pr[Z_t = C_t] = \frac{3}{4}.$$ 

5.11 Can you think of a way to exploit the result of the previous question to mount a known-plaintext attack on a stream cipher whose keystream is the output of a Geffe generator?

5.12 If Eve is to recover a DES key by brute force, given a single message-cryptogram pair, she may need to try up to $2^{56}$ possible DES keys. This means that Eve may need to evaluate up to $2^{56}$ DES encryptions. Now consider the following ‘secured’ versions of DES.
(i) Suppose Alice and Bob use ‘Double DES’. That is they encrypt a 64-bit message block $M$ by using DES twice with two different DES keys $K_1$ and $K_2$. So

$$C = \text{DES}_{K_2}(\text{DES}_{K_1}(M)).$$

Show that if Eve knows a single message-cryptogram pair then she can use a brute force attack that requires $2^{57}$ DES encryptions and decryptions to find the key (rather than the $2^{112}$ one might naively assume from the new key length of $2 \times 56 = 112$). (Note that with a single message-cryptogram pair Eve cannot be sure to recover ‘the’ key, but rather to find the collection of possible keys that are consistent with the message-cryptogram pair.)

(ii) Show that there is a brute force attack on Triple DES, given a single message-cryptogram pair, that requires approximately $2^{112}$ DES encryptions and decryptions to recover the collection of consistent keys.

5.13 Denoting the complement of a binary string $M$ by $\overline{M}$, DES has the following ‘key complementation’ property. For any $M \in \{0, 1\}^{64}$ and key $K \in \{0, 1\}^{56}$

$$\text{DES}_K(M) = \text{DES}_{\overline{K}}(\overline{M}).$$

How can this property be used to reduce the amount of work Eve does in a chosen-plaintext attack on DES?

Further notes

The formal definition of a cryptosystem and the concept of perfect secrecy go back to the original paper of Shannon (1949a). This seminal paper also contains Theorem 5.4. We have not used the concept of entropy which Shannon used to develop his theory as it seems somewhat peripheral to the main thrust of this text. Readers seeking to learn more about this approach can find elementary introductions in Goldie and Pinch (1991) and Welsh (1988).

Linear shift register machines and their output sequences go back at least as far as the mid-1950s; see for example Golomb (1955) and Zierler (1955). Amusingly a version of Theorem 5.8, showing the insecurity of using the output of a single LFSR as a keystream, appears in the same issue of the journal Electronic Design in which an article entitled ‘Need to keep digital data secure?’ suggests exactly this method of encryption! (see Twigg, 1972 and Meyer and Tuchman, 1972).
The proof of Proposition 5.13 can be found in Geffe (1973) while that of Proposition 5.15 is in Coppersmith et al. (1994).

For a discussion and analysis of a whole range of stream ciphers based on non-linear feedback shift registers see Schneier (1996). The monograph by Cusick, Ding and Renvall (2004) is an up-to-date authoritative and advanced monograph detailing the relationships between stream ciphers and related number theoretic problems. There is much work being continually carried out on algebraic attacks on non-linear stream ciphers; see for example the recent paper of Courtois (2003).

The origin of DES and its successors is the set of cryptosystems developed at IBM by Feistel and his colleagues; see for example Feistel (1973) and Feistel, Notz and Smith (1975). The details of DES can be found in the *Federal Information Processing Standards Publication 81 (FIPS-81)*.

The history, development and details of Rijndael can be found in Daemen and Rijmen (2004) or at www.esat.kuleuven.ac.be/~rijmen/rijndael.
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One way functions

6.1 In search of a definition

Having considered classical symmetric cryptography in the previous chapter we now introduce the modern complexity theoretic approach to cryptographic security.

Recall our two characters Alice and Bob who wish to communicate securely. They would like to use a cryptosystem in which encryption (by Alice) and decryption (by Bob using his secret key) are computationally easy but the problem of decryption for Eve (who does not know Bob’s secret key) should be as computationally intractable as possible.

This complexity theoretic gap between the easy problems faced by Alice and Bob and the hopefully impossible problems faced by Eve is the basis of modern cryptography. In order for such a gap to exist there must be a limit to the computational capabilities of Eve. Moreover it would be unrealistic to suppose that any limits on the computational capabilities of Eve did not also apply to Alice and Bob. This leads to our first assumption:

- Alice, Bob and Eve can only perform probabilistic polynomial time computations.

So for Alice and Bob to be able to encrypt and decrypt easily means that there should be (possibly probabilistic) polynomial time algorithms for both procedures.

But exactly how should we formalise the idea that Eve must face a computationally intractable problem when she tries to decrypt an intercepted cryptogram without Bob’s secret key?

Suppose that we knew that \( P \neq NP \) and hence that no NP-hard problem has a polynomial time algorithm. If Alice and Bob used a cryptosystem in which the problem of decryption for Eve was NP-hard, would this guarantee that their
cryptosystem is secure? No. Just because there is no polynomial time algorithm for a particular problem does not ensure that the problem is always difficult to solve. It may be extremely easy in most instances but difficult in a few special cases. A cryptosystem with this property would be useless.

This demonstrates the need for a notion of intractability that is not based on worst-case behaviour.

So might it be reasonable to suppose that Eve should never be able to decrypt any cryptogram? Again the answer is no. For instance if Eve simply guesses the message each time then there is a small but nevertheless non-zero chance that she will be correct.

So what might be a reasonable notion of security to demand?

For the moment we hope that Alice and Bob would be happy to use a cryptosystem with the following level of security.

- If Eve uses any probabilistic polynomial time algorithm then the probability that she correctly decrypts a cryptogram \( C = e(M) \) of a random message \( M \) is negligible.

But what do we mean by ‘negligible’? Clearly we need the probability that Eve succeeds to be as small as possible, but how small exactly? Since Eve is allowed to use any probabilistic polynomial time algorithm we need to be sure that even if she repeats her attacks a polynomial number of times she is still unlikely to succeed. This leads naturally to the following definition.

A function \( r : \mathbb{N} \to \mathbb{N} \) is **negligible** if for any polynomial \( p : \mathbb{N} \to \mathbb{N} \), there is an integer \( k_0 \) such that \( r(k) < 1/p(k) \) for \( k \geq k_0 \). So a negligible function is eventually smaller than the inverse of any (positive) polynomial. We will use \( \text{neg}(\cdot) \) to denote an arbitrary negligible function.

Note that for the remainder of this text all polynomials will be assumed to be **positive**. That is to say they satisfy \( p(k) \geq 1 \) for all integers \( k \geq 1 \).

The following result tells us that our definition of negligible fits nicely with the idea that only polynomial time computations are feasible. It says simply that if an algorithm has a negligible chance of success then repeating it polynomially many times cannot alter this fact.

**Proposition 6.1** If the probability that an algorithm \( E \) succeeds (in some given computational task) on inputs of size \( k \) is negligible (in \( k \)) then the probability that it succeeds at least once when repeated polynomially many times is also negligible.

*Proof:* This is straightforward, see Exercise 6.2.
In order to capture the precise security properties we require we will forget about cryptosystems for the moment and instead introduce the slightly more abstract concept of a one-way function.

Informally a one-way function is a function that is ‘easy’ to compute and ‘hard’ to invert. Slightly more formally a one-way function is a function $f : \{0, 1\}^* \rightarrow \{0, 1\}^*$ satisfying:

1. *Easy to compute.* The function $f$ is polynomial time computable.
2. *Hard to invert.* Any probabilistic algorithm for inverting $f(x)$, when given a random instance $y = f(x)$ (i.e. with $x$ chosen at random), has a negligible chance of finding a preimage of $y$.

So do such functions exist? We start by considering a candidate one-way function.

**Example 6.2 The function $\text{dexp}$.**

Let $p$ be a prime, $g$ be a primitive root mod $p$ and $x \in \mathbb{Z}_p^*$. Define

$$\text{dexp}(p, g, x) = (p, g, g^x \mod p).$$

The function $\text{dexp}(p, g, x)$ is easy to compute since exponentiation mod $p$ can be performed in polynomial time (see Proposition 2.12). But how difficult is it to invert?

We define the ‘inverse’ function of $\text{dexp}$ to be

$$\text{dlog}(p, g, y) = x,$$

where $y = g^x \mod p$. (Note that the inverse function of $\text{dexp}$ should really return the triple $(p, g, x)$, however, it is clearly easy to find $p$ and $g$ given $(p, g, y)$, any ‘difficulty’ in inverting $\text{dexp}$ lies in the problem of finding $x$.)

Computing $\text{dlog}$ is known as the *discrete logarithm problem*. It is believed to be extremely hard. Currently the most efficient algorithm for this problem is based on the Number Field Sieve algorithm for factorisation and under plausible assumptions has expected running time $O(\exp(c(\ln p)^{1/3}(\ln \ln p)^{2/3})).$

However, although the discrete logarithm problem is thought to be hard we do not *know* that this is true. If we wish to base cryptographic protocols on the ‘hardness’ of the discrete logarithm problem we need to formulate a precise intractability assumption, describing exactly how difficult we believe (or hope!) the discrete logarithm problem to be.

The assumption we make is a natural one given our earlier informal definition of cryptographic security. It says that any reasonable adversary (a polynomial...
time probabilistic algorithm) has a negligible chance of solving a random instance of the discrete logarithm problem.

**The Discrete Log Assumption**

For any positive polynomial $q(\cdot)$ and any probabilistic polynomial time algorithm $A$ the following holds for $k$ sufficiently large:

$$\Pr[A(p, g, y) = d\log(p, g, y)] < \frac{1}{q(k)},$$

where $p$ is a random $k$-bit prime, $g$ is a random primitive root mod $p$ and $x$ is a random element of $\mathbb{Z}_p^*$. 

Note that $A(p, g, y)$ denotes the output of algorithm $A$ on input $(p, g, y)$.

How realistic is this assumption? It requires the discrete logarithm problem to be difficult, not just on average but almost always.

Our next result shows why such a strong assumption is necessary. If there is a ‘small proportion’ of cases for which the discrete logarithm problem is easy then it is easy in general.

**Proposition 6.3** Suppose there is a polynomial time algorithm that for any $k$-bit prime $p$ and primitive root $g$ mod $p$ solves the discrete logarithm problem for a subset $B_p \subseteq \mathbb{Z}_p^*$, where $|B_p| \geq \epsilon|\mathbb{Z}_p^*|$. Then there is a probabilistic algorithm that solves the discrete logarithm problem in general with expected running time polynomial in $k$ and $1/\epsilon$.

**Proof:** Let $A$ be the given polynomial time algorithm. On input prime $p$, primitive root $g$ and $y \in \mathbb{Z}_p^*$ we use the following algorithm.

Input: $(p, g, y)$.

repeat forever

c \in_R \mathbb{Z}_p^*

z \leftarrow g^c \bmod p

(*) w \leftarrow A(p, g, yz \bmod p)

If $g^w = yz \bmod p$ then output $w - c$

end-repeat.

First note that if $A$ succeeds in computing $d\log(p, g, yz)$ in line $(\ast)$ then $z = g^c \bmod p$ implies that

$$y = g^{w-c} \bmod p$$

and so the algorithm correctly outputs $d\log(p, g, y) = w - c$. 

We need to estimate how many times our algorithm will repeat before $A$ succeeds.

Note that the function $f : \mathbb{Z}_p^* \rightarrow \mathbb{Z}_p^*$ defined by $f(c) = g^c y \mod p$ is a bijection so the probability that $f(c)$ belongs to $B_p$, for random $c$, is equal to

$$\frac{|B_p|}{|\mathbb{Z}_p^*|} \geq \epsilon.$$ 

Hence, if the probability that $A$ can compute $d\log(p, g, yz)$ in line $(\ast)$ is $\delta$, then $\delta \geq \epsilon$. So the expected number of iterations of the loop is $1/\delta \leq 1/\epsilon$. Then as $A$ is a polynomial time algorithm the expected running time of our new algorithm for computing $d\log(p, g, y)$ is polynomial in $k$ and $1/\epsilon$.

\[\square\]

**Exercise 6.1** Show that $r : \mathbb{N} \rightarrow \mathbb{N}$ is not negligible iff there exists a positive polynomial $p(\cdot)$ and infinitely many values of $k \in \mathbb{N}$ such that $r(k) \geq 1/p(k)$.

**Exercise 6.2** Prove Proposition 6.1.

### 6.2 Strong one-way functions

In order to complete our definition of a one-way function we need to deal with some trivial complications.

First, what exactly does it mean to ‘invert’ $f(x)$? Since we will sometimes consider functions that are not one-to-one we simply mean that some preimage of $y = f(x)$ is found, that is $z$ satisfying $f(z) = y$. We denote the set of preimages of $f(x)$ by

$$f^{-1}(f(x)) = \{ z \in \{0, 1\}^* \mid f(z) = f(x) \}.$$ 

Some functions are hard to invert for a completely trivial reason: the length of any preimage is much longer than the length of $f(x)$. A one-way function should be hard to invert because it is hard to find a preimage, not because once a preimage is found it takes too long to write it down. For example consider the function

$$f : \{0, 1\}^* \rightarrow \{0, 1\}^*, \quad f(x) = \text{least significant } \lfloor \log |x| \rfloor \text{ bits of } x.$$ 

Clearly any preimage of $f(x)$ is exponentially longer than $f(x)$ itself so no algorithm can invert $f(x)$ in polynomial space, let alone polynomial time.

To avoid this problem we will suppose that the input to any inverting algorithm for $f(x)$ includes the length of $x$, encoded in unary.
So if $|x| = k$ then the input to an inverting algorithm is the pair $(f(x), 1^k)$ and the output should be a preimage \( z \in f^{-1}(f(x)) \). This guarantees that at least one preimage of \( f(x) \) can be written down in polynomial time.

Having decided what it means to invert a function and what the input to an inverting algorithm should be we can give a formal definition.

A function \( f : \{0, 1\}^* \rightarrow \{0, 1\}^* \) is strong one-way (or simply one-way) iff

\[
\begin{align*}
(1) & \quad f \text{ is polynomial time computable.} \\
(2) & \quad \text{For any probabilistic polynomial time algorithm } A, \text{ the probability that } A \text{ successfully inverts } f(x) \text{, for random } x \in_R \{0, 1\}^k, \text{ is negligible.}
\end{align*}
\]

Using our precise definition of negligible we can give an equivalent version of condition (2).

\[2' \quad \text{For any positive polynomial } q(\cdot) \text{ and any probabilistic polynomial time algorithm } A \text{ the following holds for } k \text{ sufficiently large:}
\]

\[
\Pr[A(f(x), 1^k) \in f^{-1}(f(x)) \mid x \in_R \{0, 1\}^k] \leq \frac{1}{q(k)}.
\]

We now prove the following easy result.

**Proposition 6.4** Under the Discrete Logarithm Assumption \( \text{dexp} \) is a strong one-way function, where

\[
\text{dexp}(p, g, x) = (p, g, g^x \mod p).
\]

**Proof:** Looking at the definition of a strong one-way function we see that (1) follows directly from the fact that \( \text{dexp} \) is polynomial time computable. Condition \((2')\), with \( f \) replaced by \( \text{dexp} \), is then exactly the Discrete Logarithm Assumption. \( \square \)

What other functions might be one-way?

Anyone with even a passing interest in modern cryptography probably knows that the security of some widely used cryptosystems is based on the assumption that ‘factoring’ is hard. But what exactly does this mean?

Let \( \text{mult} : \{2, 3, \ldots\} \times \{2, 3, \ldots\} \rightarrow \mathbb{N} \) be defined by \( \text{mult}(a, b) = ab \). This function clearly satisfies condition (1) of the definition of a strong one-way function since it is easy compute. But is it hard to invert a random instance? No. Simply check if the number \( c = \text{mult}(a, b) \) is even. If it is, then output \((2, c/2)\) else give up. This algorithm will succeed whenever \( a \) or \( b \) is even which is \( 3/4 \) of the time!

However, we can define a variant of this function:

\[
\text{pmult}(p, q) = pq, \quad \text{where } p \text{ and } q \text{ are both } k\text{-bit primes}.
\]
Factoring a product of two large primes is believed to be extremely difficult. Currently the most efficient general purpose factoring algorithms are the Quadratic Sieve and the Number Field Sieve. These are both probabilistic algorithms and under generally believed assumptions they have expected running times $O(\exp(\sqrt{c_1 \ln N \ln \ln N}))$ and $O(\exp(c_2 (\ln N)^{1/3}(\ln \ln N)^{2/3}))$ respectively, where $c_1 \simeq 1$ and $c_2$ depends on the exact algorithm used (which in turn may depend on the form of the number being factored) but satisfies $c_2 \leq (64/9)^{1/3} \approx 1.923$.

For many years the Quadratic Sieve enjoyed the status of ‘best factoring algorithm’ for successfully factoring challenges such as the RSA-129 challenge, a 426-bit product of two primes. However, in 1996 the Number Field Sieve was used to factor the RSA-130 challenge and currently the largest RSA challenge to have been factored is RSA-576, a 576-bit product of two primes, its factorisation was completed in Dec 2003 using the Number Field Sieve. For more detailed discussion of these algorithms, see Lenstra and Lenstra (1993) and for up-to-date information about the RSA factoring challenges, see http://www.rsasecurity.com/rsalabs/.

However, as with the discrete logarithm problem, it is not known that factoring the product of two large primes is hard. Hence we need to clearly specify an intractability assumption, along the same lines as the Discrete Logarithm Assumption.

Our assumption says that any reasonable adversary when given a number that is the product of two randomly chosen $k$-bit primes should have a negligible chance of factoring it.

### The Factoring Assumption

For any positive polynomial $r(\cdot)$ and probabilistic polynomial time algorithm $A$ the following holds for $k$ sufficiently large

$$\Pr[A(n) = (p, q)] \leq \frac{1}{r(k)},$$

where $n = pq$ and $p, q$ are random $k$-bit primes.

Again this gives us a strong one-way function.

**Proposition 6.5** Under the Factoring Assumption $pmult$ is a strong one-way function.

**Proof:** Clearly $pmult$ is polynomial time computable so condition (1) holds.

The Factoring Assumption then gives $(2')$. \qed
6.3 One way functions and complexity theory

Having seen examples of candidate strong one-way functions in the previous section we now consider what the existence of such functions would mean for complexity theory.

The following result shows that proving their existence would be a major result not only for cryptography, but also for complexity theory.

**Theorem 6.6** If strong one-way functions exist then

(i) $NP \neq P$;
(ii) there is a language in $NP \setminus BPP$.

**Proof:** We first prove (i).

Suppose $f : \{0, 1\}^* \rightarrow \{0, 1\}^*$ is a strong one-way function, we need to construct a language $L \in NP \setminus P$. Define

$$L_f = \{(x, y, 1^k) \mid \text{there exists } u \in \{0, 1\}^k \text{ such that } f(xu) = y\},$$

where $xu$ is the concatenation of $x$ and $u$.

First note that $L_f \in NP$ since given $(x, y, 1^k) \in L_f$ a certificate is any $u \in \{0, 1\}^k$ such that $f(xu) = u$. Furthermore since $f \in FP$ we can compute $f(xu)$ and check that $f(xu) = y$ in polynomial time.

Suppose, for a contradiction that $P = NP$. Then $L_f \in P$ and there is a polynomial time DTM, $M$, that decides $L_f$. We can then use the following inverting algorithm to invert $y = f(x)$ in polynomial time, contradicting part (2) of the definition of a strong one-way function.

Recall that the input to an inverting algorithm is $(f(x), 1^k)$, where $|x| = k$.

**Input:** $(f(x), 1^k)$

$z \leftarrow \emptyset$ (the empty string)

$i \leftarrow 1$

while $i \leq k$

if $(z0, f(x), 1^{k-i}) \in L_f$ then $z \leftarrow z0$

else $z \leftarrow z1$

$i \leftarrow i + 1$

if $f(z) = f(x)$ output $z$

end-while

It is straightforward to check that this algorithm will successfully invert $f(x)$.

Moreover each time the algorithm tests ‘$(z0, f(x), 1^{k-i}) \in L_f$?’ we can use $M$ to obtain an answer in polynomial time. Since all other steps in the algorithm can also be performed in polynomial time this is a polynomial time inverting algorithm for $f(x)$, contradicting the assumption that $f$ is strong one-way. Hence $L_f \in NP \setminus P$ as required. This completes the proof of (i).
To prove (ii) we suppose that $L_f \in \text{BPP}$ and take a PTM, $N$, which decides $L_f$ with exponentially small error probability (as given by Proposition 4.14). Using $N$ in our inverting algorithm in place of $M$ our algorithm has a reasonably high probability of successfully inverting $f(x)$. Again this contradicts the fact that $f$ is strong one-way. The details are left to the reader, see Problem 6.8.

So simply the existence of any strong one-way function would have important implications for complexity theory. But what about our candidate functions? In fact if either the Factoring Assumption or the Discrete Logarithm Assumption is true then an even stronger result than Theorem 6.6 would hold.

**Theorem 6.7** If the Factoring Assumption or the Discrete Logarithm Assumption holds then $(\text{NP} \cap \text{co-NP}) \setminus \text{P} \neq \emptyset$.

Before proving this result it is worth emphasising its importance. It says that if either of the two intractability assumptions hold then a very strong complexity theoretic result holds, possibly much stronger than simply $\text{P} \neq \text{NP}$. However, in the next few chapters we will see that if either of these assumptions fails to hold then many cryptographic schemes that are extremely widely used must be easy to break!

To prove this theorem we need to consider how difficult the problems of factoring and finding the discrete logarithm really are in complexity theoretic terms (as distinct from the ‘state of the art’ best-known techniques for these problems that we mentioned earlier).

We start with factorisation. Given an integer $n$ how difficult is it to find its prime factorisation?

We consider the essentially equivalent problem of finding a single non-trivial factor of $n$. Since $n$ has at most $\lceil \log(n) \rceil$ prime factors any algorithm which can find a single non-trivial factor of $n$ can be used to obtain its complete factorisation if we repeat it $\lceil \log(n) \rceil$ times. In particular, a polynomial time algorithm to find a single non-trivial factor of $n$ would yield a polynomial time algorithm for factorisation in general.

The following result tells us that in complexity theoretic terms factoring is possibly not that difficult. In particular this result shows that unless something very surprising happens – namely $\text{NP} = \text{co-NP}$, then factorisation is not $\text{NP}$-hard.

**Proposition 6.8** The function $\text{fac} : \mathbb{N} \rightarrow \mathbb{N}$ defined by

$$\text{fac}(n) = \text{smallest non-trivial factor of } n,$$

is Turing reducible to a language in $\text{NP} \cap \text{co-NP}$. 


Corollary 6.9 If factorisation is \( \text{NP}-\text{hard} \) then \( \text{NP} = \text{co-NP} \).

Proof of Proposition 6.8: Consider the following decision problem.

\( \text{FACTOR} \)
Input: integers \( n \) and \( k \).
Question: does \( n \) have a non-trivial factor \( d \) satisfying \( d \leq k \)?

We will show that
(i) \( \text{FACTOR} \) belongs to \( \text{NP} \cap \text{co-NP} \);
(ii) \( \text{fac} \leq_T \text{FACTOR} \).

Clearly \( \text{FACTOR} \in \text{NP} \) since if \( n \) has a non-trivial factor \( d \leq k \) then an obvious certificate is the factor itself. To show that \( \text{FACTOR} \) is in \( \text{co-NP} \) the certificate is simply the prime factorisation of \( n \),

\[
n = \prod_{i=1}^{m} p_i^{e_i}.
\]

The checking algorithm first verifies that the given factorisation of \( n \) is correct. It then checks that \( p_i > k \) for each \( i \) and finally verifies the primality of each \( p_i \) using the polynomial time primality test of Theorem 3.18.

We now show that \( \text{fac} \) is Turing reducible to \( \text{FACTOR} \). Suppose there is a polynomial time algorithm for \( \text{FACTOR} \). Let \( F(n, k) \) denote the output of the algorithm for \( \text{FACTOR} \) on input \( n, k \). The following is a ‘divide and conquer’ algorithm for \( \text{fac} \).

If \( F(n, \lceil n/2 \rceil) \) is false then output \( n \) (since in this case \( n \) is prime and so \( \text{fac}(n) = n \)). Otherwise we now know that \( \text{fac}(n) \in \{2, \ldots, \lceil n/2 \rceil\} \). So now compute \( F(n, \lceil n/4 \rceil) \). We now know that \( \text{fac}(n) \) belongs to a set of size at most \( \lceil n/4 \rceil \). Continuing in this way, after at most \( O(\log n) \) calls to the algorithm for \( \text{FACTOR} \) we will have found \( \text{fac}(n) \). Hence \( \text{fac} \leq_T \text{FACTOR} \).

In fact a similar result also holds for the discrete logarithm problem.

Proposition 6.10 The function \( d\log \) is Turing-reducible to a language in \( \text{NP} \cap \text{co-NP} \).

Proof: This proof has exactly the same structure as that of Proposition 6.8, for details see Exercise 6.3.

We can now prove Theorem 6.7.

Proof of Theorem 6.7: Suppose that \( \text{NP} \cap \text{co-NP} = \text{P} \) then by Proposition 6.8 there is a polynomial time algorithm for \( \text{fac} \), which will return the smallest
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non-trivial factor of a given integer. Hence the Factoring Assumption cannot hold.

Similarly, Proposition 6.10 implies that if $\text{NP} \cap \text{co-NP} = \text{P}$ then the Discrete Logarithm Assumption cannot hold. \qed

In the next section we will examine a weaker notion of one-way function. This will show that we do not need such a strong definition to achieve the same type of security.

The reader who is eager to see the first examples of cryptosystems based on the concepts we have introduced so far may safely proceed directly to Chapter 7. For the remainder of this text we will use the term one-way function to mean strong one-way function.

**Exercise 6.3** Consider the decision problem

$\text{BDLOG}$

Input: prime $p$, primitive root $g \mod p$, $y \in \mathbb{Z}_p^*$ and $t \in \mathbb{Z}_p^*$.

Question: is $\text{dlog}(p, g, y) > t$?

(a) Show that $\text{BDLOG} \in \text{NP} \cap \text{co-NP}$.

(b) Prove Proposition 6.10 by showing that $\text{dlog} \leq_T \text{BDLOG}$.

**6.4 Weak one-way functions**

If we wish to base cryptographic security on one-way functions it would be good to have some evidence in favour of their existence.

Intuitively, if we place weaker constraints on the difficulty of inverting a one-way function then we should be readier to believe that they exist.

The following definition of a weak one-way function fulfils this aim. Informally a function is weak one-way if it is always easy to compute but ‘sometimes’ hard to invert.

Formally a function $f : \{0, 1\}^* \rightarrow \{0, 1\}^*$ is weak one-way iff

1. $f$ is polynomial time computable.
2. For any probabilistic polynomial time algorithm $A$ the probability that $A$ fails to invert $f(x)$, for random $x \in_R \{0, 1\}^k$, is non-negligible.

Note that the term ‘non-negligible’ is not the same as ‘not negligible’. Formally a function $r : \mathbb{N} \rightarrow \mathbb{N}$ is non-negligible iff there is a positive polynomial $q(\cdot)$ such that for $k$ sufficiently large $r(k) \geq 1/q(k)$. (For $r(\cdot)$ to be ‘not negligible’ we simply need the bound $r(k) \geq 1/q(k)$ to hold infinitely often.)
Using the precise definition of non-negligible we can give a more formal version of condition (2).

(2') There is a positive polynomial \( q(\cdot) \) such that for any probabilistic polynomial time algorithm \( A \) the following holds for \( k \) sufficiently large

\[
\Pr[A(f(x), 1^k) \not\in f^{-1}(f(x)) \mid x \in_R \{0, 1\}^k] \geq \frac{1}{q(k)}.
\]

So can we think of any examples of candidate weak one-way functions? Clearly a strong one-way function is also weak one-way. But we have already met one example of a function that may be weak one-way although it is certainly not strong one-way. Recall the function \( \text{mult} : \{2, 3, \ldots\} \times \{2, 3, \ldots\} \rightarrow \mathbb{N} \), where \( \text{mult}(a, b) = a \cdot b \).

Using the same assumption that made \( \text{pmult} \) a strong one-way function we can prove that \( \text{mult} \) is weak one-way. We will need to use the Prime Number Theorem which tells us that a large integer \( n \) has probability approximately \( 1/\ln n \) of being prime.

**Theorem 6.11 (Prime Number Theorem)** If \( \pi(n) \) denotes the number of primes less than or equal to \( n \) then

\[
\lim_{n \to \infty} \frac{\pi(n) \ln n}{n} = 1.
\]

This implies the following result.

**Lemma 6.12** If \( k \) is sufficiently large then

\[
\Pr[A \text{ random } k\text{-bit integer is prime}] > \frac{1}{k}.
\]

**Proof:** By the Prime Number Theorem

\[
\lim_{n \to \infty} \frac{\pi(n) \ln n}{n} = 1.
\]

So for \( n \geq n_0 \) we have

\[
\left| \frac{\pi(n) \ln n}{n} - 1 \right| < \frac{1}{100}.
\]

Since \( \ln n = \log n / \log e \) and \( \log e > 1.4 \) we have

\[
\frac{\pi(n)}{n} > \frac{1}{\log n},
\]

for \( n \geq n_0 \). Thus, for \( k \) sufficiently large, we have

\[
\Pr[A \text{ random } k\text{-bit integer } n \text{ is prime}] = \frac{\pi(2^k)}{2^k} > \frac{1}{k}.
\]
Proposition 6.13 Under the Factoring Assumption $\text{mult}$ is a weak one-way function.

Proof: Recall that the Factoring Assumption says:
For any positive polynomial $r(\cdot)$ and probabilistic polynomial time algorithm $A$ the following holds for $k$ sufficiently large

$$\Pr[A(n) = (p, q)] \leq \frac{1}{r(k)},$$

where $n = pq$ and $p, q$ are random $k$-bit primes.

Let $I_k$ denote the set of all $k$-bit integers and $P_k$ denote the set of all $k$-bit primes.

Lemma 6.12 tells us the probability that a random $k$-bit integer is prime is at least $1/k$. Hence the probability that two independently chosen $k$-bit integers are both prime is at least $(1/k)^2$. So a non-negligible proportion of the instances of $\text{mult}$ to be inverted will consist of a product of two primes and so by the Factoring Assumption they will be difficult to invert.

More formally if $A$ is a probabilistic polynomial time algorithm and $n = pq$, where $p, q \in \mathbb{R} P_k$ then the Factoring Assumption implies that

$$\Pr[A \text{ fails to invert } n] > \frac{1}{2},$$

for $k$ sufficiently large. Moreover Lemma 6.12 implies that if $k$ is sufficiently large and $a, b \in \mathbb{R} I_k$ then

$$\Pr[a \text{ and } b \text{ are both prime}] \geq \left(\frac{1}{k}\right)^2.$$

Hence if $k$ is sufficiently large, $a, b \in \mathbb{R} I_k$ and $n = ab$ then

$$\Pr[A \text{ fails to invert } n] \geq \Pr[A \text{ fails to invert } n \mid a, b \in P_k] \Pr[a, b \in P_k] \geq \frac{1}{2k^2},$$

is non-negligible. Hence under the Factoring Assumption $\text{mult}$ is a weak one-way function. \qed

The existence of weak one-way functions is intuitively more plausible than that of strong one-way functions. However, the following result tells us that if weak one-way functions exist then so do strong one-way functions.

Theorem 6.14 Strong one-way functions exist iff weak one-way functions exist.

A rigorous proof of this result is beyond the scope of this book, we present an informal proof below and refer the interested reader to Goldreich (2001).
Proof: One implication is trivial: a strong one-way function is also a weak one-way function.

So suppose that \( f : \{0, 1\}^* \rightarrow \{0, 1\}^* \) is a weak one-way function. We need to construct a strong one-way function from \( f \).

Since any adversary fails to invert a non-negligible proportion of instances of \( f(x) \) we can construct a strong one-way function from \( f \) by ensuring that for an adversary to invert our new function they must successfully invert \( f \) at a large number of random values.

More precisely, let \( q(\cdot) \) be the positive polynomial associated with \( f \), given by condition \((2')\) of the definition of a weak one-way function. Define \( g : \{0, 1\}^* \rightarrow \{0, 1\}^* \) by

\[
g(x_1 x_2 \cdots x_m) = f(x_1) f(x_2) \cdots f(x_m),
\]

where \( m = nq(n) \) and each \( x_i \) is of length \( n \).

For an adversary to invert \( g \) they must invert \( nq(n) \) values of \( f(x_i) \). Since the probability of failing to invert any one of the \( f(x_i) \) is at least \( 1/q(n) \) so the probability that they manage to invert \( g \) is given by

\[
\Pr[\text{Invert } g(x_1 \cdots x_m)] = \Pr[\text{Invert } f(x_1), \ldots, f(x_m)] \\
\leq \left( 1 - \frac{1}{q(n)} \right)^{nq(n)} \\
\simeq e^{-n}.
\]

Hence the probability that an adversary can invert a random instance of \( g \) is negligible and so \( g \) is a strong one-way function. \( \Box \)

Beware: this proof is incomplete. A full proof would need to show that if \( g \) were not a strong one-way function then there exists an adversary who fails to invert \( f \) with probability less than \( 1/q(n) \), contradicting the fact that \( f \) is weak one-way. In our proof we have made the implicit assumption that an adversary who attempts to invert \( g \) will do so by inverting each of the \( f(x_i) \) for \( 1 \leq i \leq m \) but this need not be true!

Exercise 6.4\(^a\) Give an example of a function which is neither negligible nor non-negligible.

Problems

6.1\(^a\) If \( r(k) \), \( s(k) \) are negligible functions which of the following are also negligible?

(a) \( r(k) + s(k) \),
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(b) \( r(k)s(k) \),
(c) \( r(s(k)) \).

6.2 Show that if \( g \) and \( h \) are distinct primitive roots modulo a prime \( p \) and \( \text{dlog}(p, g, y) \) is easy to compute for all \( y \in \mathbb{Z}_p^* \) then so is \( \text{dlog}(p, h, y) \).

6.3 Prove the following extension of Proposition 6.3.

Suppose that there exists a probabilistic polynomial time algorithm \( A \) for \( \text{dlog}(p, g, b) \) satisfying the following conditions.

There are positive polynomials, \( q(\cdot) \) and \( r(\cdot) \), such that if \( p \) is a \( k \)-bit prime and \( g \) is a primitive root mod \( p \) then there exists \( B_p \subseteq \mathbb{Z}_p^* \), with \( |B_p| \geq 1/q(k)|\mathbb{Z}_p^*| \), such that if \( b \in B_p \) then

\[
\Pr[A(p, g, b) = \text{dlog}(p, g, b)] \geq \frac{1}{r(k)}.
\]

(So for any prime \( p \) and associated primitive root \( g \) there exists a non-negligible proportion of the instances of the discrete logarithm problem that \( A \) has a non-negligible probability of successfully inverting.)

Show that there is a probabilistic algorithm for computing \( \text{dlog} \) in general with polynomial expected running time.

6.4 Consider the function \( f_{\text{SAT}} \) defined as follows. For each Boolean function \( F \) on \( n \) variables and each truth assignment \( x \in \{0, 1\}^n \) define

\[
f_{\text{SAT}}(F, x) = (F, F(x)).
\]

Is \( f_{\text{SAT}} \) a one-way function?

6.5 Describe an algorithm, whose running time is polynomial in \( k \), that when given the product of two independently chosen, random \( k \)-bit integers will find a non-trivial factor with probability at least 0.95.

6.6 Prove that if \( \text{FACTOR} \) is \( \text{NP} \)-complete then \( \text{NP} = \text{co-NP} \).

6.7 Prove that if \( \text{FACTOR} \in \text{P} \) then there is a polynomial time algorithm for factoring any integer.

6.8 Complete the proof of Theorem 6.6 (ii) to show that if strong one-way functions exist then there is a language in \( \text{NP} \setminus \text{BPP} \).

6.9 Prove the following strengthening of Theorem 6.7: if either the Factoring Assumption or the Discrete Logarithm Assumption hold then \( (\text{NP} \cap \text{co-NP}) \setminus \text{BPP} \) is non-empty.

6.10 A prime of the form \( p = 4k + 3 \) is known as a Blum prime. Assuming that approximately a half of all \( k \)-bit primes are Blum primes show that under the Factoring Assumption no efficient algorithm for factoring integers which are the product of two \( k \)-bit Blum primes can exist.
6 One way functions

Further notes

The term ‘one-way function’ has a variety of meanings and formal definitions although the underlying sense is always the same. It should be ‘easy’ to compute and ‘hard’ to invert.

Many texts use the concept of ‘honesty’ to eliminate functions which are impossible to invert for the trivial reason that their preimages are too small. We have adopted an approach which we feel is a more transparent way of achieving the same objective.

The variations occur in the precise natures of ‘easy’ and ‘hard’. We have adopted a fairly strict interpretation here so that our concept of one-way (= strong one-way) corresponds to a useful practical cryptosystem.

There is an extremely weak notion of one-way function, namely that there is no deterministic polynomial time computable algorithm which inverts for all possible inputs. For this extremely weak notion, Ko (1985) and Grollman and Selman (1988) independently prove existence if and only if $P$ equals the complexity class $UP$, which consists of the subclass of $NP$ for which for every input there is at most one succinct certificate. For more on this and related questions about $UP$ and its relation to counting problems see Chapter 4 of Du and Ko (2000) or Welsh (1993).

Theorem 6.7, showing that if there is a polynomial time algorithm for factoring or discrete logarithm then $NP \cap \text{co-NP} = P$, was first pointed out by Brassard (1979) and independently by Adleman, Rivest and Miller as acknowledged by Brassard in his paper.

Theorem 6.14 showing the surprising result that weak one-way functions cannot exist if strong one-way functions do not is attributed by Goldreich (2001) to Yao (1982).
7
Public key cryptography

7.1 Non-secret encryption

Until relatively recently cryptosystems were always symmetric. They relied on the use of a shared secret key known to both sender and receiver.

This all changed in the 1970s. Public key cryptosystems, as they are now called, revolutionised the theory and practice of cryptography by relying for their impenetrability on the existence of a special type of one-way function known as a trapdoor function. Using these the need for a shared secret key was removed. Hence James Ellis and Clifford Cocks of the Government Communication Headquarters (GCHQ), Cheltenham in the UK, who first discovered this technique, named it ‘non-secret encryption’.

For a fascinating account of how this discovery was made see Chapter 5 of Singh (2000). He recounts how key distribution was a major problem for the UK military in the late 1960s. In 1969 Ellis came up with the idea of what we now call a ‘trapdoor function’. Informally this is a one-way function which can be inverted easily by anyone in possession of a special piece of information: the trapdoor.

This was exactly the same idea as Diffie, Hellman and Merkle came up with several years later, but like them Ellis was unable to find a way of implementing it.

It was three years later in November 1973 that Cocks, a young recruit to GCHQ, came up with the very simple solution (essentially the RSA cryptosystem) which was rediscovered several years later by Rivest, Shamir and Adleman (1978).
7.2 The Cocks–Ellis non-secret cryptosystem

We now examine the cryptosystem proposed by Cocks, in response to the ‘existence proof’ of Ellis of the possibility of non-secret encryption.

Suppose that Alice wishes to send a secret message to Bob. The Cocks–Ellis cryptosystem works as follows.

(1) Setup.
   (i) Bob secretly chooses two large distinct primes \( p, q \) such that \( p \) does not divide \( q - 1 \) and \( q \) does not divide \( p - 1 \). Bob then publishes his public key \( n = pq \).
   (ii) In order for Bob to be able to decrypt he uses Euclid’s algorithm to find numbers \( r, s \) satisfying \( pr = 1 \mod q - 1 \) and \( qs = 1 \mod p - 1 \).
   (iii) He then uses Euclid’s algorithm once more to find \( u, v \) satisfying \( up = 1 \mod q \) and \( vq = 1 \mod p \). His private key (or trapdoor) that will enable him to decrypt is \( (p, q, r, s, u, v) \).

(2) Encryption. Alice has a message \( M \) which she splits into a sequence of numbers \( M_1, M_2, \ldots, M_t \) where each \( M_i \) satisfies \( 0 \leq M_i < n \). She then encrypts these blocks as

\[
C_i = M_i^n \mod n,
\]

and sends the encrypted blocks to Bob.

(3) Decryption.
   (i) Bob recovers a message block (mod \( p \) and \( q \)) as

\[
a_i = C_i^r \mod p \quad \text{and} \quad b_i = C_i^s \mod q.
\]

   (ii) He can then recover the message block as:

\[
upb_i + vqa_i = M_i \mod n.
\]

Before checking that Bob’s decryption process actually works we consider a toy example.

Example 7.1 Toy example of the Cocks–Ellis cryptosystem.

Suppose Bob chooses \( p = 5 \) and \( q = 7 \) (these satisfy the conditions of (1)(i)). He then publishes his public key \( n = 35 \).

If Alice wishes to send the message \( M = 10 \) she calculates

\[
10^{35} = 5 \mod 35
\]

and sends \( C = 5 \) to Bob.
Bob then calculates (using Euclid’s algorithm) \( r = 5 \) and \( s = 3 \). (We can check that \( 5 \times 5 = 25 = 1 \mod 6 \) and \( 3 \times 7 = 21 = 1 \mod 4 \).) He then calculates

\[
a = C^3 = 5^3 = 0 \mod 5 \quad \text{and} \quad b = C^5 = 5^5 = 3 \mod 7.
\]

Next Bob uses Euclid’s algorithm once more to find \( u = v = 3 \). (Again we can check that \( 3 \times 5 = 15 = 1 \mod 7 \) and \( 3 \times 7 = 21 = 1 \mod 5 \).) He then recovers the message as

\[
upb + vqa = (3 \times 5 \times 3) + (3 \times 7 \times 0) = 45 = 10 \mod 35.
\]

In order to prove that the decryption process works in general we will need to use both the Chinese Remainder Theorem and Fermat’s Little Theorem. (See Appendix 3, Theorems A3.5 and A3.11.)

**Proposition 7.2** Decryption in the Cocks–Ellis system works.

**Proof:** First note that since \( up = 1 \mod q \) and \( vq = 1 \mod p \) we have

\[
upbi + vqa_i = a_i \mod p \quad \text{and} \quad upbi + vqa_i = b_i \mod q.
\]

So if we can show that \( M_i = a_i \mod p \) and \( M_i = b_i \mod q \) then the Chinese Remainder Theorem implies that

\[
upbi + vqa_i = M_i \mod n,
\]

and hence the decryption process works.

Now, if \( M_i \neq 0 \mod p \), then working mod \( p \), we have

\[
C_i^s = M_i^{ns} = M_i^{sqp} \mod p.
\]

Then \( sq = 1 \mod p - 1 \) implies that \( sq = 1 + t(p - 1) \), for some integer \( t \). So, using Fermat’s Little Theorem, we have

\[
C_i^s = M_i^{(1+t(p-1))p} = M_i^p = M_i \mod p.
\]

Hence \( M_i = a_i \mod p \). Note that this also holds if \( M_i = 0 \mod p \).

Similarly we have \( M_i = b_i \mod q \). Hence by the Chinese Remainder Theorem the decryption process recovers the message block \( M_i \).

Thus we see that this cryptosystem ‘works’ in the sense that decrypting a cryptogram yields the original message, but does it have the other properties we might require of a secure system?

We have yet to decide exactly what these properties should be, but we attempt to do this now.
There are three distinct aspects of a cryptosystem that are of crucial importance.

1. **Setup.** Before starting communications Bob must choose a public/private key pair and publish his public key. This task is only performed once but must still be computationally feasible for the cryptosystem to be viable.

2. **Encryption/Decryption.** The encryption of a message by Alice and decryption of a cryptogram by Bob (using his trapdoor or private key) should be easy.

3. **Security.** Given a random choice of public key and a random message it should be extremely unlikely that Eve can recover the message from the cryptogram and public key alone.

We note that the security condition (3) is in some respects rather weak and we will consider stronger conditions in Chapter 10.

So how does the Cocks–Ellis system measure up to these requirements?

Well it is certainly easy to setup. Bob needs to choose two primes \( p \) and \( q \) and compute \( n, r, s, u \) and \( v \) before he can start to use the system. The Prime Number Theorem (see Appendix 3, Theorem A3.4) tells us that if \( k \) is large then a random \( k \)-bit integer has probability greater than \( 1/k \) of being prime. Hence Bob expects to choose at most \( k \) random integers before he finds a prime.

Bob can use a polynomial time primality test to check randomly chosen \( k \)-bit integers for primality and so would expect to find two primes \( p \) and \( q \) with the required properties in polynomial time.

Once \( p \) and \( q \) have been found Bob can then easily compute \( r, s, u \) and \( v \) using Euclid’s algorithm. He can also calculate the public key \( n \) by a single multiplication. Overall the setup is feasible since it can be achieved in polynomial expected time.

Encryption for Alice is easy since she can perform exponentiation mod \( n \) in polynomial time. Decryption for Bob is also easy since it simply involves exponentiation and multiplication (since he knows his private key) and so can be performed in polynomial time.

The security of this system also seems rather strong. Eve appears to face a rather difficult task if she is to decrypt an intercepted cryptogram, namely ‘computing \( n \)th roots mod \( n \)’. The obvious way to attack this problem is to factorise \( n \), since this then allows Eve to calculate Bob’s private key easily. But factorisation is a well-studied problem that is widely believed to be difficult, as we saw in the previous chapter.

This suggests that Eve will not be able to easily read Alice’s messages. Unfortunately we have no guarantee that Eve will attack this system via factorisation. To be more certain of its security we would need to show that there
is no alternative technique that Eve could use to recover the message from the cryptogram without factoring the public key.

**Exercise 7.1** Suppose Alice and Bob communicate using the Cocks–Ellis cryptosystem. If Bob’s public key is \( n = 77 \) find the encryption of the message \( M = 15 \). Find Bob’s private key in this case and use his decryption process to recover \( M \).

### 7.3 The RSA cryptosystem

The most widely used and well-known public key cryptosystem is RSA, due to Rivest, Shamir and Adleman who announced the scheme in 1977. It received a huge amount of attention at the time and is now almost certainly the most famous cryptosystem of all time.

This system is very similar to the Cocks–Ellis system of the previous section and works as follows.

1. **Setup.** Bob secretly chooses two large distinct primes \( p \) and \( q \) and then forms his public modulus \( n = pq \). He then chooses his public exponent \( e \) to be coprime to \( (p - 1)(q - 1) \), with \( 1 < e < (p - 1)(q - 1) \). The pair \( (n, e) \) is his public key and he publishes this. His private key is the unique integer \( 1 < d < (p - 1)(q - 1) \) such that

   \[
   ed = 1 \mod (p - 1)(q - 1).
   \]

2. **Encryption.** Alice has a message \( M \) which she splits into a sequence of blocks \( M_1, M_2, \ldots, M_t \) where each \( M_i \) satisfies \( 0 \leq M_i < n \). She then encrypts these blocks as

   \[
   C_i = M_i^e \mod n,
   \]

   and sends the encrypted blocks to Bob.

3. **Decryption.** Bob decrypts using his private key \( d \) by calculating

   \[
   M_i = C_i^d \mod n.
   \]

**Proposition 7.3** *Decryption in RSA works.*

**Proof:** Since \( ed = 1 \mod (p - 1)(q - 1) \) there is an integer \( t \) such that \( ed = 1 + t(p - 1)(q - 1) \). Thus

\[
C_i^d = M_i^{ed} = M_i^{t(p - 1)(q - 1) + 1} = M_i \mod p,
\]
since either \( M_i = 0 \mod p \) and so both sides are zero or else Fermat’s Little Theorem implies that \( M_i^{p-1} = 1 \mod p \). Similarly \( C_i^d = M_i \mod q \). The Chinese Remainder Theorem then implies that \( C_i^d = M_i \mod n \).

### Example 7.4 Toy example of RSA.

Suppose Bob chooses the primes \( p = 7 \) and \( q = 11 \). So \( n = 77 \), \( (p - 1)(q - 1) = 60 \) and he takes \( e = 7 \), since 7 and 60 are coprime. Bob then calculates his private key to be \( d = 43 \), since

\[
43 \times 7 = 301 = 1 \mod 60.
\]

Hence Bob’s public key is the pair \((n, e) = (77, 7)\) and his private key is \( d = 43 \).

If Alice wants to send the message \( M = 4 \) she encrypts it as

\[
C = M^e = 4^7 = 16384 = 60 \mod 77.
\]

Bob then decrypts using his private key and recovers the message

\[
M = C^d = 60^{43} = 4 \mod 77.
\]

We now consider the three important aspects of this system: setup, encryption/decryption and security.

The setup is easy. Bob can choose two \( k \)-bit primes by choosing random integers and testing for primality using a polynomial time test. He then forms \( n \) by multiplication. To find \( e \) he can simply choose random \( k \)-bit integers until he finds one that is coprime with \( (p - 1)(q - 1) \). To find \( d \) he uses Euclid’s algorithm. Hence the whole setup can be achieved in polynomial expected time. (See Exercise 7.2 for more details.)

Both encryption, by Alice, and decryption, by Bob, are simply exponentiation mod \( n \) and so can be achieved in polynomial time.

Finally Eve again seems to face an intractable problem, namely ‘computing \( e \)th roots mod \( n \)’. Again the obvious way to do this is to factorise \( n \). Since if Eve can factor \( n \) then she will be able to compute Bob’s private key from his public key and hence read any message he receives. Hence we know that if factoring is easy then RSA is insecure. However, the converse is not known to be true. Indeed whether breaking RSA is equivalent to factoring is a longstanding open problem. We will return to RSA and its security in Section 7.6.

We note that although RSA encryption and decryption is efficient in the sense that Alice and Bob have polynomial time algorithms for these tasks, in practice RSA and all the other public key cryptosystems we will consider are far slower than symmetric cryptosystems such as DES or AES. For this reason they are often simply used to solve the problem of sharing a secret key for use
in a symmetric cryptosystem. For example Alice might send Bob a Triple DES key encrypted with his RSA public key. They can then switch to Triple DES for the remainder of their communications. Since Alice can send a different key each time they initiate communications such a key is known as a session key.

In the next section we introduce another important public key cryptosystem the security of which is based on the discrete logarithm problem.

**Exercise 7.2** Show that Bob can easily choose an RSA key by proving the following.

(a) Use the Prime Number Theorem to show that if Bob chooses random odd $k$-bit integers then he expects to choose polynomially many before he finds two primes.

(b) Show that if Bob chooses random $k$-bit integers he expects to choose polynomially many before he finds one that is coprime with $(p - 1)(q - 1)$, where $p$ and $q$ are $k$-bit primes.

(c) Hence explain how Bob can choose both public and private RSA keys in polynomial expected time.

### 7.4 The Elgamal public key cryptosystem

The **Elgamal public key cryptosystem** based on the discrete logarithm problem was proposed by Elgamal in 1985. It works as follows.

1. **Setup.** Bob’s public key is a triple $(p, g, g^x \mod p)$, where $p$ is a prime, $g$ is a primitive root mod $p$ and $x \in \mathbb{Z}^*_p$. Bob’s private key is $x$.

2. **Encryption.** Alice encrypts a message $M$ using the following protocol. We assume that $0 \leq M \leq p - 1$ (if not Alice can split the message into blocks in the obvious way).
   
   (i) Alice selects a random integer $y \in \mathbb{Z}^*_p$ and computes $k = g^y \mod p$ and $d = M(g^x)^y \mod p$.

   (ii) Alice then sends Bob the cryptogram $C = (k, d)$.

3. **Decryption.** Bob decrypts as follows using his private key

   $$M = k^{p-1-x}d \mod p.$$

**Proposition 7.5** Decryption in the Elgamal cryptosystem works.

**Proof:** Working mod $p$ throughout we have

$$k^{p-1-x} = k^{-x} = g^{-xy} \mod p.$$
so the message is recovered as
\[ k^{p-1-x} d = g^{-xy}d = g^{-xy}Mg^{xy} = M \mod p. \]

**Example 7.6 Toy example of the Elgamal cryptosystem**

Suppose Bob chooses \( p = 29, g = 2 \) and \( x = 5 \).

Since \( 2^5 = 3 \mod 29 \) his public key is \((29, 2, 3)\) and his private key is 5.

For Alice to encrypt the message \( M = 6 \) she selects a random \( y \) say \( y = 14 \) and computes

\[ k = g^y = 2^{14} = 28 \mod 29 \]

and

\[ d = M(g^x)^y = 6 \times 3^{14} = 23 \mod 29. \]

Alice then sends the pair \((28, 23)\) to Bob.

To decrypt Bob computes

\[ k^{p-1-x} = 28^{23} = 28 \mod 29. \]

He then recovers \( M \) as

\[ k^{p-1-x} d = 28 \times 23 = 6 \mod 29. \]

Clearly encryption by Alice and decryption by Bob (using his private key) can be performed easily. Slightly less obvious is how Bob generates his key. He needs to choose a \( k \)-bit prime \( p \), a primitive root \( g \mod p \) and \( x \in \mathbb{Z}_p^* \). We saw earlier that choosing a \( k \)-bit prime is easy (he simply chooses odd \( k \)-bit integers at random and tests for primality using a polynomial time test). However, there is no obvious efficient algorithm for generating primitive roots modulo a given prime \( p \). In fact there is not even an efficient algorithm for testing whether a particular value \( h \in \mathbb{Z}_p^* \) is a primitive root mod \( p \). Hence in theory there is no efficient algorithm for generating an Elgamal public key, however, in practice this does not cause major problems (see Exercise 7.3).

So how secure is this cryptosystem?

The following problem is simply the discrete logarithm problem by another name and so is generally believed to be hard.

**ELGAMAL PRIVATE KEY**

Input: Elgamal public key \((p, g, g^x \mod p)\).

Output: private key \( x \).

But what about the following possibly easier problem?
ELGAMAL
Input: Elgamal public key \((p, g, g^x \mod p)\) and cryptogram \((k, d)\).
Output: message \(M\).

This problem is in fact Turing equivalent to the following problem.

DIFFIE–HELLMAN
Input: prime \(p\), a primitive root \(g \mod p\), \(g^x \mod p\) and \(g^y \mod p\).
Output: \(g^{xy} \mod p\).

Note that we will see more on this last problem in Chapter 9 when we consider the problem of secure key exchange.

**Proposition 7.7** The problems ELGAMAL and DIFFIE–HELLMAN are Turing equivalent.

**Proof:** Suppose we have an algorithm for DIFFIE–HELLMAN. Then given an Elgamal public key \((p, g, g^x \mod p)\) and cryptogram \((k, d)\) we have \(k = g^y \mod p\) and so using our algorithm for DIFFIE–HELLMAN we can compute \(g^{xy} \mod p\).

We can then easily find the inverse of \(g^{xy} \mod p\) using Euclid’s algorithm and hence recover the message \(M = d(g^{-xy}) \mod p\) as required.

Conversely suppose we have an algorithm for ELGAMAL. If we are given \((p, g, g^x \mod p, g^y \mod p)\) then we can use the algorithm for ELGAMAL to decrypt the cryptogram \((g^y \mod p, 1)\), encrypted with the Elgamal public key \((p, g, g^x \mod p)\).

This algorithm will then return the corresponding message, which is \(g^{-xy} \mod p\) since \(1 = Mg^{xy} \mod p\). Using Euclid’s algorithm we can then find the inverse of \(g^{-xy} \mod p\) to give \(g^{xy} \mod p\) as required.

Hence ELGAMAL and DIFFIE–HELLMAN are Turing equivalent. \(\square\)

As with the relationship between RSA and factorisation it is not known whether breaking the Elgamal cryptosystem is equivalent to solving the discrete logarithm problem.

One obvious security advantage of the Elgamal cryptosystem over RSA is that if the same message is sent twice then it is highly unlikely that the same cryptogram will be used on both occasions. (This is due to the use of randomness in the encryption process. We will consider other cryptosystems with this property in Chapter 10.)

**Exercise 7.3**

(a) Let \(p\) be a prime. Describe a polynomial time algorithm for checking whether \(h \in \mathbb{Z}_p^*\) is a primitive root \(\mod p\), given \(h\), \(p\) and the prime factorisation of \(p - 1\).
(b) A prime $q$ such that $p = 2q + 1$ is also prime is called a Sophie Germain prime, while $p$ is said to be a safe prime. It is conjectured that there are infinitely many Sophie Germain primes and that if $\pi_S(x)$ denotes the number of such primes less than or equal to $x$ then

$$\pi_S(x) \sim \frac{C x}{(\log x)^2},$$

where $C \approx 1.3203$. Assuming that this conjecture is true describe a probabilistic algorithm with polynomial expected running time for generating an Elgamal key.

### 7.5 Public key cryptosystems as trapdoor functions

Having seen some examples of public key cryptosystems we will now attempt to formalise the properties we would like them to possess in general.

We start by noting that a cryptosystem is not a single function. Rather it is a family of functions. For example the RSA cryptosystem defines the family of functions

$$\RSA_{n,e} : \mathbb{Z}_n \to \mathbb{Z}_n, \quad \RSA_{n,e}(x) = x^e \mod n,$$

where $n = pq$ is the product of two primes and $e$ is coprime to $(p - 1)(q - 1)$.

We attempt to capture the concept of a public key cryptosystem using the following definition of a family of trapdoor functions

$$\mathcal{F} = \{ f_i : D_i \to D_i \mid i \in I \}.$$

The different properties of the family correspond to the different properties we require of a public key cryptosystem. Namely setup, encryption and decryption should all be easy but breaking the system should be hard.

1. **Setup.** First Bob chooses a key length $k$. Once he has done this there should be a probabilistic polynomial time algorithm for ‘key generation’. This should take an input $1^k$, where $k$ is the key length, and output a pair $(i, t_i)$ where $i \in_R I \cap \{0, 1\}^k$ is Bob’s public key of size $k$ and $t_i$ is the corresponding trapdoor, Bob’s private key.

   So in the case of RSA $i$ would be a public key pair $(n, e)$ and $t_i$ would be the corresponding private key $d$. (Note that to obtain a public key of size $k$ Bob should choose two $(k/4)$-bit primes. This would then ensure that his public modulus $n$ has size $k/2$ and his public exponent $e$ has size at most $k/2$, so his public key $(n, e)$ has size $k$.)
(2) **Encryption.** There should be a probabilistic polynomial time algorithm that given a public key \( i \in I \) and a message \( M \in D_i \) outputs the cryptogram \( C = f_i(M) \). This ensures that Alice can easily encrypt any message \( M \in D_i \), given Bob’s public key.

In the case of RSA this is simply exponentiation by the public exponent \( e \mod n \).

(3) **Decryption.** Since Bob needs to be able to decrypt there should exist a probabilistic polynomial time algorithm that given the cryptogram \( C = f_i(M) \), the public key \( i \) and the trapdoor (or private key) \( t_i \) outputs the message \( M \).

In the case of RSA this is simply exponentiation by the private key \( d \mod n \).

(4) **Security.** Recovering the message should be difficult for Eve.

Recalling our definition of a one-way function we formulate this as follows. For any probabilistic polynomial time algorithm \( A \), the probability that \( A \) successfully inverts a cryptogram \( C = f_i(M) \), where \( M \) is a random message and \( i \) is a random public key of size \( k \), is negligible.

Formally we have

\[
\Pr[ f_i(A(i, C)) = C \mid i \in_R I \cap \{0, 1\}^k, M \in_R D_i, f_i(M) = C ] \leq \text{neg}(k). 
\]

So under what type of intractability assumption would the RSA cryptosystem give a family of trapdoor functions?

We need to assume that any adversary with a polynomial time probabilistic algorithm has a negligible chance of recovering a message from a cryptogram, given that both the public key and the message were chosen at random. Formally we have the following.

**The RSA Assumption**

For any probabilistic polynomial time algorithm \( A \) and polynomial \( r(\cdot) \) the following holds for \( k \) sufficiently large

\[
\Pr[ A(n, e, \text{RSA}_{n,e}(x)) = x ] < \frac{1}{r(k)},
\]

where the probability is taken over all integers \( n = pq \) with \( p, q \) distinct random \( k \)-bit primes, all \( e \) coprime with \( (p - 1)(q - 1) \), all \( x \in \mathbb{Z}_n \) and all random bits used by \( A \).

**Proposition 7.8** Under the RSA Assumption, the family \( \{\text{RSA}_{n,e}\}_{n,e} \) is a family of trapdoor functions.
Proof: In Section 7.3 we described all the necessary probabilistic polynomial time algorithms for key generation, encryption and decryption.

Under the RSA Assumption, the security condition (4) also holds. □

So under the hypothesis that the RSA Assumption holds, the RSA cryptosystem defines a family of trapdoor functions. This gives a certain guarantee of security (so long as you believe the RSA Assumption).

We will now examine some related security questions. Notably the relationship between the security of RSA and factorisation. In order to do this we introduce the following problems.

RSA
Input: RSA public key \((n, e)\) and \(C = M^e \mod n\), a cryptogram.
Output: the message \(M\).

RSA PRIVATE KEY
Input: RSA public key \((n, e)\).
Output: the corresponding private key \(d\).

RSA FACTOR
Input: an integer \(n\), the product of two distinct primes \(p, q\).
Output: \(p\) and \(q\).

We have the following easy result relating the relative difficulties of these problems.

**Proposition 7.9** \(RSA \leq_T RSA \text{ PRIVATE KEY} \leq_T RSA \text{ FACTOR}\).

Proof: If Eve has an efficient algorithm for factoring a product of two primes then she can easily compute the RSA private key from the public key (since she can factor she can do this using the same algorithm as Bob). Hence \(RSA \leq_T RSA \text{ PRIVATE KEY}\).

Also if Eve can compute the RSA private key easily from the public key then she can easily recover plaintext from ciphertext (since she can find the private key she simply decrypts using Bob’s decryption algorithm). Hence \(RSA \leq_T RSA \text{ PRIV ATE KEY}\). □

Since factorisation is an extremely well-studied problem, which is in general believed to be ‘hard’, we would like to be able to say that the problem RSA (recovering plaintext from ciphertext) is equivalent to factoring. Unfortunately this is currently a long-standing open problem. However, we will see in Section 7.7 that the problem of recovering the RSA private key from the public key is essentially equivalent to factoring.
7.6 Insecurities in RSA

Because of its widespread use in real applications there has been a great deal of effort expended in trying to break RSA. While it appears that so far it has resisted any such attack these efforts have resulted in a series of ‘health warnings’ about possible ways the system may be compromised. We list some of the better known ones below.

When the prime factors of either \( p - 1 \) or \( q - 1 \) are all small, factoring techniques introduced by Pollard (1974) enable \( n = pq \) to be factored quickly. This is also true if the prime factors of \( p + 1 \) or \( q + 1 \) are all small, as was shown by Williams (1982).

**Proposition 7.10** If the primes \( p \) and \( q \) in RSA are chosen to be ‘close’ then RSA is insecure.

**Proof:** If \( p \) and \( q \) are ‘close’ then \((p + q)/2\) is not much larger than \( \sqrt{pq} \) (we know that it is always at least as big). Now, assuming \( p > q \), we can write

\[
x = \frac{p + q}{2}, \quad y = \frac{p - q}{2},
\]

so \( n = pq = x^2 - y^2 = (x - y)(x + y) \). Hence if Eve can express \( n \) as the difference of two squares then she can factor \( n \). To do this she tests each number in turn from \( \lceil \sqrt{n} \rceil \), \( \lceil \sqrt{n} \rceil + 1 \ldots \), until she find a value \( s \) such that \( s^2 - n \) is a square. This happens when \( s = x = \sqrt{n} + y^2 \).

If \( p = (1 + \epsilon)\sqrt{n} \), with \( \epsilon > 0 \), then Eve needs to test approximately

\[
\frac{p + q}{2} - \sqrt{n} = \frac{\epsilon^2 \sqrt{n}}{2(1 + \epsilon)},
\]

values of \( s \) before she is successful. This is feasible if \( \epsilon \) is sufficiently small. \( \square \)

**Example 7.11** Primes \( p \) and \( q \) are too close.

If \( n = 56759 \) then \( \lceil \sqrt{n} \rceil = 239 \) so testing \( s = 239 \) and \( 240 \) we find that

\[
240^2 - n = 240^2 - 56759 = 841 = 29^2.
\]

Hence

\[
n = (240 + 29)(240 - 29) = 269 \times 211.
\]

A more striking result due to Wiener (1990) tells us that the RSA private key \( d \) should not be too small.
Proposition 7.12 Suppose \( n = pq \) is an RSA modulus, with \( q < p < 2q \). If the private key satisfies \( d < \frac{1}{3}n^{1/4} \) then Eve can recover \( d \) from the public key \((n, e)\) in polynomial time.

The proof of this is an elegant use of approximation by continued fractions. This result was improved by Boneh and Durfee (2000) who raised the bound on \( d \) to \( O(n^{0.292}) \). They conjectured that if \( d < n^{1/2} \) then there should exist an efficient algorithm to determine \( d \) from the public key. With this in mind there is a strong case for choosing \( d \) to be large.

Proposition 7.13 A small RSA public exponent \( e \) makes sending multiple copies of the same message dangerous.

Proof: See Exercise 7.5.

Since choosing a public modulus \( n \) requires a user to perform a primality test which is non-trivial it is tempting to think of ways to simplify the process of choosing an RSA key. In particular could more than one user safely use the same public modulus?

For example, suppose a trusted central authority chooses \( n = pq \), publishes \( n \) and then securely distributes distinct encryption/decryption pairs, \((e_i, d_i)\), to the users of a network. Superficially this looks like a good way of reducing the initial setup costs for the users, however, it is completely insecure. If Eve knows the public modulus \( n \) and any \((e, d)\) pair then (as we will show in Theorem 7.15) she has a probabilistic algorithm to factor \( n \) with polynomial expected running time. Hence any user of the network could read the messages sent to any other user. The proof of this is rather involved and is contained in the next section.

Another problem with two users sharing the same public modulus was pointed out by Simmons (1983).

Proposition 7.14 If the same message \( M \) is encrypted with coprime public exponents \( e_1 \) and \( e_2 \) and common public modulus \( n \) then the message can easily be recovered from the cryptograms and public keys.

Proof: Since \( \gcd(e_1, e_2) = 1 \), Eve can use Euclid’s algorithm to find \( h, k \in \mathbb{Z} \) such that \( he_1 + ke_2 = 1 \). If the two cryptograms are \( C_1 \) and \( C_2 \) then the message can now be recovered as

\[
M = M^{he_1 + ke_2} = C_1^h C_2^k \mod n.
\]

An amusing variation on this attack due to Joye and Quisquater (1997) considers the problem of Bob’s public exponent becoming corrupted (see Problem 7.8).
Exercise 7.4 b Given the RSA public key \((n, e) = (62821427, 5)\) find the private key \(d\). (You may suppose that the public key was chosen insecurely.)

Exercise 7.5 b Alice, Bob and Carol have RSA public keys \((n_A, 3)\), \((n_B, 3)\) and \((n_C, 3)\). If Dave sends the same message \(M\) to all three of them, show that Eve can recover \(M\) in polynomial time using only the public keys and the three cryptograms.

### 7.7 Finding the RSA private key and factoring

Although we do not know whether breaking RSA (in the sense of systematically recovering messages from cryptograms) is equivalent to factoring, we can show that recovering the RSA private key is equivalent to factoring in the following sense.

**Theorem 7.15** Given both RSA keys \((n, e)\) and \(d\) there is a probabilistic algorithm for factoring \(n\) which has polynomial expected running time.

We first prove a simple result showing that anyone who can calculate square roots mod \(n = pq\) can also factor \(n\). (This is not used directly in the proof of Theorem 7.15 but shows where one of the key ideas comes from.)

**Proposition 7.16** Given a polynomial time algorithm for computing square roots mod \(n = pq\) there exists a probabilistic algorithm for factoring \(n\) with polynomial expected running time.

**Proof:** Given a square \(x^2 \mod n\) there are exactly four square roots, \(\pm x, \pm y \mod n\). If we know \(x\) and \(y\) then

\[(x - y)(x + y) = x^2 - y^2 = 0 \mod n.\]

Hence \(pq\) divides \((x + y)(x - y)\). But we know that \(x \neq \pm y \mod n\) so either \(p\) divides \(x + y\) and \(q\) divides \(x - y\) or vice-versa. In either case we can easily find one of the prime factors of \(n\) by calculating \(\gcd(x + y, n)\) using Euclid’s algorithm. We can then find the other prime factor by division.

So if we know two square roots \(x\) and \(y\) such that \(x \neq \pm y \mod n\) then we can factor \(n\) easily.

We now describe a probabilistic algorithm for factoring \(n\) given a polynomial time algorithm for computing square roots mod \(n\). Let \(A\) be the polynomial time algorithm for computing square roots mod \(n\). Our factoring algorithm works as follows.
Input: an integer \( n = pq \), with \( p \) and \( q \) prime
repeat
\[ x \in_R \mathbb{Z}_p^* \]
\[ z \leftarrow x^2 \mod n \]
\[ y \leftarrow A(z) \]
if \( y \neq \pm x \mod n \) then
\[ s \leftarrow \gcd(x + y, n) \]
output \( s, n/s \)
end-repeat.

Clearly the probability of success on a single iteration is \( 1/2 \), since this is the probability that the algorithm \( A \) returns a square root \( y \) of \( x^2 \mod n \) that satisfies \( y \neq \pm x \mod n \). Hence this algorithm has polynomial expected running time. Moreover its output is the factorisation of \( n \). \( \square \)

The proof of Theorem 7.15 is based on the Miller–Rabin primality test (see Theorem 4.6). It gives a probabilistic algorithm which, when given the public and private RSA keys, will with high probability find a non-trivial square root of 1 (that is \( c \) such that \( c^2 = 1 \mod n \) but \( c \neq \pm 1 \mod n \)). As we saw in Proposition 7.16 this ability to find a non-trivial square root allows us to factor \( n \) via Euclid’s algorithm.

The proof also requires the Chinese Remainder Theorem (see Appendix 3, Theorem A3.5) and Lagrange’s Theorem (see Appendix 3, Theorem A3.1).

**Proof of Theorem 7.15:** Given the RSA keys \((n, e)\) and \(d\) we know that \(de = 1 \mod (p - 1)(q - 1)\). Hence there exists an integer \(a \geq 2\) and an odd integer \(b\) such that \(de - 1 = 2^ab\).

Our algorithm for factoring \(n\) is as follows:

Input: RSA public and private keys: \((n, e)\) and \(d\).
divide \(de - 1\) by 2 to obtain \(a, b\), with \(b\) odd such that \(de - 1 = 2^ab\).
repeat
\[ x \in_R \mathbb{Z}_n. \]
\[ c \leftarrow \gcd(x, n) \]
\((*)\) if \(c \neq 1\) then \(c\) is a prime factor of \(n\) so output \(c, n/c\)
\[ y \leftarrow x^b \mod n \]
\[ i \leftarrow 1 \]
while \(i \leq a - 1\)
\[ \text{if } y^{2^i} \neq \pm 1 \mod n \text{ and } y^{2^{i+1}} = 1 \mod n \text{ then} \]
\[ c \leftarrow \gcd(y^{2^i} + 1, n) \]
\((**)\) output \(c, n/c\)
\[ i \leftarrow i + 1 \]
end-while
end-repeat

If the algorithm outputs at line (\(*\)) then \( c = p \) or \( c = q \) so we have factored \( n \).

If the algorithm outputs at line (\(*\*) then \( y^{2^i} \) is a non-trivial square root \( 1 \mod n \). Hence \( pq|(y^{2^i} - 1)(y^{2^i} + 1) \) but \( pq \) does not divide \( (y^{2^i} - 1) \) or \( (y^{2^i} + 1) \) and so \( \gcd(y^{2^i} + 1, n) = p \) or \( \gcd(y^{2^i} + 1, n) = q \). Hence \( c = p \) or \( c = q \) and we have factored \( n \).

We will show that with probability at least \( \frac{1}{2} \) we succeed during a single iteration of this algorithm. Since a single iteration of the algorithm can be performed in polynomial time this will imply that the algorithm has polynomial expected running time.

If the algorithm chooses \( x \in_R \mathbb{Z}_n \) that is not coprime with \( n \) then it outputs the factorisation of \( n \) at line (\(*\)). Thus we may suppose that \( x \in_R \mathbb{Z}_n^\ast . \)

Define the integer \( t \) by

\[ t = \max \left\{ 0 \leq s \leq a - 1 \mid \text{there exists } x \in \mathbb{Z}_n^\ast \text{ such that } x^{2^s b} \neq 1 \mod n \right\}. \]

Consider the set

\[ B_t = \{ x \in \mathbb{Z}_n^\ast \mid x^{2^t b} = \pm 1 \mod n \}. \]

If we show that \( B_t \) is a subgroup of \( \mathbb{Z}_n^\ast \) then Lagrange’s Theorem implies that \( |B_t| \) divides \( |\mathbb{Z}_n^\ast| \). If we also show that \( B_t \neq \mathbb{Z}_n^\ast \) then \( |B_t| < |\mathbb{Z}_n^\ast| \) (since \( B_t \subseteq \mathbb{Z}_n^\ast \)). From this we can deduce that \( |B_t| \leq |\mathbb{Z}_n^\ast|/2 \).

This then implies that for \( x \in_R \mathbb{Z}_n^\ast \) we have

\[ \Pr[x \notin B_t] = 1 - \frac{|B_t|}{|\mathbb{Z}_n^\ast|} \geq \frac{1}{2} \]

and hence

\[ \Pr \left[ x^{2^t b} \neq \pm 1 \mod n \right] \geq \frac{1}{2}. \]

But by definition of \( t \) we know that \( x^{2^{t+1} b} = 1 \mod n \) and so with probability at least \( \frac{1}{2} \) the algorithm outputs a factor of \( n \) at line (\(**\)).

It remains to show that \( B_t \) is a subgroup of \( \mathbb{Z}_n^\ast \) and \( B_t \neq \mathbb{Z}_n^\ast \). To see that \( B_t \) is a subgroup of \( \mathbb{Z}_n^\ast \) is easy:

(i) \( 1^{2^t b} = 1 \mod n \implies 1 \in B_t \).

(ii) \( x \in B_t \implies (x^{-1})^{2^t b} = (\pm 1)^{-1} = \pm 1 \mod n \implies x^{-1} \in B_t \).

(iii) \( x, y \in B_t \implies (xy)^{2^t b} = (\pm 1)(\pm 1) = \pm 1 \mod n \implies xy \in B_t \).
So finally we simply need to show that \( B_t \neq \mathbb{Z}_n^* \). To do this we need to find \( w \in \mathbb{Z}_n^* \setminus B_t \).

By definition of \( t \) there exists \( z \in \mathbb{Z}_n^* \) such that \( z^{2^t b} = v \neq 1 \mod n \). If \( v \neq -1 \) then we are done, since \( z \notin B_t \). So we may suppose \( v = -1 \). Now, by the Chinese Remainder Theorem, there exists \( w \in \mathbb{Z}_n^* \) such that

\[
\begin{align*}
w &= z \mod p, \\
w &= 1 \mod q.
\end{align*}
\]

We will show that \( w \notin B_t \). Clearly

\[
\begin{align*}
w^{2^t b} &= z^{2^t b} = -1 \mod p, \\
w^{2^t b} &= 1^{2^t b} = 1 \mod q.
\end{align*}
\]

But this implies that \( w^{2^t b} \neq \pm 1 \mod n \) since

\[
\begin{align*}
w^{2^t b} &= 1 \mod n \implies w^{2^t b} = 1 \mod p \quad \text{and} \quad w^{2^t b} = 1 \mod q; \\
w^{2^t b} &= -1 \mod n \implies w^{2^t b} = -1 \mod p \quad \text{and} \quad w^{2^t b} = -1 \mod q.
\end{align*}
\]

Hence \( w^{2^t b} \neq \pm 1 \mod n \) and so \( w \notin B_t \), as required.

The following deterministic version of this result was given by May (2004).

**Theorem 7.17** If \( n = pq \) is an RSA public modulus and \( p, q \) have the same bit length then there is a polynomial time deterministic algorithm for factoring \( n \), given the RSA keys \((n, e)\) and \( d \).

(See Problem 7.5 for a weaker version of this result.)

**Exercise 7.6** a Illustrate Theorem 7.15 by using the above algorithm to factorise \( n = 21,631 \) given that \( e = 23 \) and \( d = 16,679 \).

## 7.8 Rabin’s public key cryptosystem

When considering the RSA cryptosystem we could not be sure that recovering plaintext systematically from ciphertext was as difficult as factoring. The next public key cryptosystem we will consider was the first example of a provably secure system, in the sense that the problem of recovering plaintext systematically from ciphertext is known to be computationally equivalent to a well-studied difficult problem: factorisation.

Recall that a prime \( p \) that is congruent to 3 mod 4 is called a Blum prime. Rabin’s cryptosystem works as follows.
(1) **Setup.** Bob chooses two distinct $k$-bit Blum primes, $p$ and $q$, (so $p$ and $q$ are both congruent to 3 mod 4). He then publishes his public key $n = pq$, while the pair $(p, q)$ remains secret as his private key.

(2) **Encryption.** Alice has a message $M$ which she splits into a sequence of numbers $M_1, M_2, \ldots, M_t$ where each $M_i$ satisfies $0 \leq M_i < n$. She then encrypts these blocks as

$$C_i = M_i^2 \mod n.$$ 

and sends the encrypted blocks to Bob.

(3) **Decryption.** Bob can recover the message block $M_i$ by computing the four square roots of $C_i \mod n$ using the algorithm described below. Bob then needs to decide which of the four possibilities is $M_i$.

Clearly the setup is easy to perform: Bob simply chooses random integers of the form $4k + 3$ and tests them for primality until he finds two primes.

Encryption is also easy since squaring can be performed in polynomial time.

It is less obvious that decryption can also be achieved easily given the private key $(p, q)$, however, this is also true.

**Proposition 7.18** Given the factorisation of $n = pq$ into distinct primes $p$ and $q$, both congruent to 3 mod 4, computing square roots mod $n$ is easy.

**Proof:** Since $p$ and $q$ are distinct primes they are coprime. Hence we can use Euclid’s Algorithm to compute $h$ and $k$ such that $hp + kq = 1$ (in polynomial time).

Let $C = M^2 \mod n$ be the number whose square roots we are required to calculate. Set

$$a = C^{(p+1)/4} \mod p, \quad b = C^{(q+1)/4} \mod q$$

and

$$x = (hp + kq) \mod n, \quad y = (hp - kq) \mod n.$$ 

We claim that the four square roots of $C \mod n$ are $\pm x, \pm y$. We will check that $x^2 = C \mod n$ (the other case is similar).

Using the Chinese Remainder Theorem (Appendix 3, Theorem A3.5) it is sufficient to prove that $x^2 = C \mod p$ and $x^2 = C \mod q$.

Working mod $p$ we note that if $M = 0 \mod p$ then $C, a$ and $b$ are all congruent to 0 mod $p$ and so $x^2 = C \mod p$. So suppose that $M \neq 0 \mod p$. Working mod $p$ throughout we have

$$x^2 = (hp + kq)^2 = (kq)^2a^2 = (1 - hp)^2C^{(p+1)/2}$$

$$= C^{(p+1)/2} = C \cdot C^{(p-1)/2} = C \cdot M^{p-1} = C \mod p,$$
where the last equality follows from Fermat’s Little Theorem.

Similarly \( x^2 = C \mod q \) and hence by the Chinese Remainder Theorem
\( x^2 = C \mod n \).

Since all the computations required to calculate \( \pm x \) and \( \pm y \) can be performed in polynomial time this completes the proof. \( \square \)

This result shows that, given a cryptogram \( C \), Bob can easily recover the four square roots of \( C \mod n \). However, this still leaves the problem of deciding which of these square roots is the original message. There are various ways of solving this problem, depending on the type of message being transmitted.

If the messages have a special structure, for instance if they consist simply of English text, then there is no problem since it is almost certain that only one of the square roots will yield a meaningful message. However, if the messages do not have such a special structure then a possible solution is to pad the message, say by appending a string of zeros before encrypting. In this case Bob simply needs to check the four square roots to see which of them ends in the correct string of zeros. Again it is almost certain that there will be only one possibility.

Having seen that decryption and encryption can both be performed efficiently in Rabin’s cryptosystem we now examine its security.

If Eve were able to systematically recover plaintext efficiently from ciphertext then she must be able to compute square roots \( \mod n \). But we have already seen that this is equivalent to being able to factor \( n \).

**Theorem 7.19** Systematically recovering plaintext from ciphertext in the Rabin cryptosystem is equivalent to factoring.

**Proof:** An algorithm for systematically recovering plaintext from ciphertext in Rabin’s cryptosystem is precisely an algorithm for computing square roots \( \mod n \). So Proposition 7.16 implies that any efficient algorithm for the former problem yields an efficient algorithm for factoring.

Conversely an efficient algorithm for factoring allows us to calculate the private key \((p, q)\) from the public key \( n = pq \) and hence allows us to decrypt in Rabin’s cryptosystem. \( \square \)

This theorem along with the efficient algorithms for the setup and encryption/decryption processes yields the following result.

**Theorem 7.20** Consider the family of functions

\[
\{ \text{RABIN}_n : \mathbb{Z}_n \rightarrow \mathbb{Z}_n \}_n, \quad \text{RABIN}_n(x) = x^2 \mod n,
\]

where \( n = pq \) is a product of distinct \( k \)-bit Blum primes.

Under the Factoring Assumption this is a family of trapdoor functions.
Proof: We have already outlined efficient algorithms for the setup, encryption and decryption processes.

To see that the security condition also holds note that if an adversary’s probability of inverting a cryptogram produced by encrypting a random message with a random instance of Rabin’s cryptosystem is not negligible then, by Theorem 7.19, their probability of factoring $n = pq$ is also not negligible. This is impossible under the Factoring Assumption.

Exercise 7.7a Bob uses Rabin’s cryptosystem with public key $n = 77$. If he receives the cryptogram $C = 71$ find the four possible messages.

7.9 Public key systems based on NP-hard problems

The public key systems we have examined so far have all been based on problems that are Turing reducible to problems in $NP \cap co-NP$ and hence are not NP-hard unless $NP = co-NP$ (see Propositions 6.8 and 6.10). A few cryptosystems based on NP-hard problems have been proposed and we will examine two examples below.

One of the earliest examples of a public key cryptosystem was due to Merkle and Hellman (1978). It was based on the intractability of the following NP-complete problem.

**SUBSET SUM**

Input: a finite set of positive integers $A$ and an integer $t$

Question: is there a subset of $A$ whose sum is exactly $t$?

The Merkle–Hellman cryptosystem uses the fact that although this problem is NP-complete it is easy to solve when the set $A$ is a super-increasing sequence $\{a_1, \ldots, a_n\}$. That is, if $a_i > \sum_{j=1}^{i-1} a_j$ for all $2 \leq i \leq n$.

**Lemma 7.21** There is a polynomial time algorithm for deciding SUBSET SUM when the sequence $\{a_1, \ldots, a_n\}$ is super-increasing. Moreover this algorithm will find the corresponding subset when it exists and this subset is unique.

Proof: See Exercise 7.8

The Merkle–Hellman cryptosystem works as follows.

(1) Setup. Bob’s secret private key consists of a super-increasing sequence $\{b_1, \ldots, b_n\}$, and coprime integers $h$ and $d$, with $\sum b_i < d$. He forms the
public key \((a_1, \ldots, a_n)\) where
\[ a_i = h b_i \mod d \]

and publishes this.

(2) Encryption. If Alice wishes to send a message \(M\), an \(n\)-bit number with binary representation \(M_1, \ldots, M_n\), to Bob she computes the cryptogram
\[ C = \sum_{i=1}^{n} M_i a_i. \]

Since each \(M_i\) is either zero or one the message defines a subset of the \(\{a_1, \ldots, a_n\}\) (namely the subset formed by taking those \(a_i\) for which \(M_i = 1\)) and the cryptogram is the sum of the members of this subset.

(3) Decryption. Bob decrypts by first computing \(h^{-1} \mod d\), the inverse of \(h\) in \(\mathbb{Z}_d\) and then computing \(h^{-1} C \mod d\). He then needs to solve an instance of SUBSET SUM with a super-increasing sequence which, by Lemma 7.21, is easy. This yields the \(M_i\) since
\[ h^{-1} C = h^{-1} \sum M_i a_i = \sum M_i b_i \mod d. \]

Clearly the setup and encryption are easy to perform. Moreover Lemma 7.21 implies that decryption is also straightforward for Bob.

Superficially the security of this system looks good. For Eve to recover the message from the cryptogram she must solve an instance of SUBSET SUM given by the sequence \(\{a_1, \ldots, a_n\}\) and the integer \(C\). But this is in general NP-hard.

Moreover, both encryption and decryption are much faster than in RSA so there was considerable optimism about the future of this system. However, in 1982 Shamir announced that he had broken the Merkle–Hellman system using Lenstra–Lenstra–Lovász (L3) lattice basis reduction. What Shamir had shown was that most cases of SUBSET SUM that arise in this cryptosystem can be solved rather easily.

Note that the general problem SUBSET SUM is still intractable and this result says nothing about whether \(P = NP\).

Various other knapsack-based public key systems have been suggested over the years, however, most have proved insecure and in general they are rather unpopular.

Another public key cryptosystem based on an NP-hard problem was proposed by McEliece in 1978. The basic idea of his scheme is to ‘hide’ the message by introducing errors. It is based on the following NP-complete problem.
DECODING LINEAR CODES
Input: a $k \times n$ binary matrix $G$, a vector $y \in \{0, 1\}^n$ and a positive integer $t$.
Question: does there exist a vector $z \in \{0, 1\}^k$ with at most $t$ non-zero entries such that $zG = y \mod 2$?

A $k \times n$ binary matrix $G$ generates a $t$-error correcting linear code iff for any two vectors $z_1, z_2 \in \{0, 1\}^n$ with at most $t$ non-zero entries and any two distinct vectors $x_1, x_2 \in \{0, 1\}^k$ we have

$$x_1G + z_1 \neq x_2G + z_2.$$ 

Thus if we use $G$ to encode a vector $x \in \{0, 1\}^k$ as $xG$ then even if up to $t$ errors occur in the transmission of the vector $xG$ the resulting ‘garbled’ vector $xG + z$ can still be uniquely decoded as $x$.

The related NP-hard problem of error correction is the following.

ERROR CORRECTING LINEAR CODES
Input: a $k \times n$ binary matrix $G$, an integer $t$ and a vector $C \in \{0, 1\}^n$, such that

$$C = xG + z \mod 2,$$

where $z \in \{0, 1\}^n$ has at most $t$ non-zero entries.
Output: $x$ if it is unique otherwise output fail.

McEliece’s public key cryptosystem works as follows.

(1) **Setup.**

(i) Bob chooses a $k \times n$ binary matrix $G$ for which the problem of error correcting up to $t$ errors is easy. (That is he has an efficient algorithm for this task.)

(ii) Bob chooses a random $k \times k$ invertible binary matrix $S$ and a random $n \times n$ permutation matrix $P$.

(iii) Bob computes $H = SGP$ and publishes his public key $(H, t)$. His private key is $(S, G, P)$.

(2) **Encryption.** If Alice wishes to encrypt a message $M \in \{0, 1\}^k$ then she chooses a random vector $z \in \{0, 1\}^n$ containing $t$ ones. She then sends the cryptogram $C = MH + z$ to Bob.

(3) **Decryption.** Bob decrypts by first computing $D = CP^{-1}$. He then uses his efficient decoding algorithm for $G$ to decode $D$ as $M'$. Finally he recovers the message as $M = M'S^{-1}$.

McEliece proposed the use of Goppa codes in this system since efficient decoding algorithms are known for these codes. He also suggested the parameter sizes of $n = 1024$, $k \geq 524$ and $t = 50$. This results in a public key of size at least
2^{19}. This relatively large public key size and the fact that the cryptogram is significantly longer than the message may have been reasons why other public key cryptosystems have been preferred in practice. (For example in RSA a 1024-bit public modulus results in a public key of size at most 2048 and a 1024-bit message results in a 1024-bit cryptogram.)

**Proposition 7.22** Decryption in McEliece’s cryptosystem works.

**Proof:** Bob forms

\[ D = CP^{-1} = (MH + z)P^{-1} = MSG + zP^{-1}. \]

Since Bob has an efficient decoding algorithm for \( G \) that will correct up to \( t \) errors and \( zP^{-1} \in \{0, 1\}^n \) contains \( t \) ones, he can use his decoding algorithm to recover \( M' = MS \) from \( D \). Finally \( M = M'S^{-1} \) as required.

**Exercise 7.8** Describe a polynomial time algorithm which when given the super-increasing sequence \( \{a_1, \ldots, a_n\} \) and an integer \( t \geq 1 \) solves the SUBSET SUM problem for this input and finds the corresponding unique subset when it exists. Hence deduce that decryption works and can be achieved efficiently in the Merkle–Hellman cryptosystem.

**Exercise 7.9** Suppose that Alice sends Bob a message using McEliece’s cryptosystem and Bob has public key \((H, t)\). Eve intercepts the cryptogram \( C = MH + z \) and attempts to recover the message as follows: she chooses \( k \) columns of \( H \) at random and forms \( H_k \), the restriction of \( H \) to these columns. If \( C_k \) and \( z_k \) are the restrictions of \( C \) and \( z \) to these columns then \( C_k = MH_k + z_k \). Moreover if \( z_k \) is the all zero vector and \( H_k \) is invertible then Eve can recover \( M \) by inverting \( H_k \).

(a) Show that the probability that this attack succeeds is at most \( \binom{n-t}{k} / \binom{n}{k} \).

(b) Give a lower bound on the expected number of attempts she would need to succeed if \( n = 1024, t = 50 \) and \( k = 524 \).

### 7.10 Problems with trapdoor systems

Recall that in Shannon’s theory of cryptography we could attain perfect secrecy (at the cost of an extremely long shared key). In simple terms this meant that Eve learnt nothing about the message by seeing the cryptogram.

With public key systems based on trapdoor functions we have dispensed with the need for a shared secret key but our level of security is much lower. In
the trapdoor model Eve learns everything about the message from seeing the cryptogram. The security of the system is based on the assumption that (given her limited computational powers) she has a negligible chance of recovering the message from the cryptogram.

For example given an RSA cryptogram $C$ together with the public key $(n, e)$ Eve knows that the message is

$$M = C^d \mod n,$$

where $d$ can in principle be calculated from $n$ and $e$. So there is no uncertainty about which message has been sent. However, although Eve has all the information required to find $M$ she cannot because this is computationally infeasible.

There are at least three obvious problems with this model of security.

1. **Partial information may leak.** Just because Eve has a negligible chance of recovering the message from the cryptogram does not imply that she learns nothing about the message. Indeed, one-way functions often leak bits of information.

2. **Messages are not random.** Our assumption that Eve has a negligible chance of recovering a random message is all very well but messages are not random. The structure of the message space may well mean that the system is insecure despite the fact that the trapdoor assumption holds. For example suppose Alice only sends messages of the form:

   ‘Transfer $X$ dollars into my bank account.’

   If Eve knows this then (since encryption is public) she can encrypt messages of this form with different values of $X$ until she finds the unique one that gives the cryptogram she has observed. This allows her to recover the message easily.

3. **Multiple message insecurity.** We have already seen that RSA is insecure if the same message is sent more than once using a low exponent key. In general if Alice and Bob use RSA then Eve can tell when Alice sends Bob the same message twice, since she will see the same cryptogram on both occasions. Such information may be extremely useful.

So having outlined some of the problems with trapdoor systems what could we aim for in a definition of security for a public key cryptosystem?

Consider the analogy between encryption and sending letters in sealed envelopes. If Alice sent Bob a letter in a sealed envelope and Eve was not allowed to open it what could she hope to learn about its contents? Well she might well be able to make a reasonable guess as to the length of the letter (by
weighing it or examining the size of the envelope). However, this is essentially all she could expect to learn without actually opening the envelope.

Ideally a cryptosystem should have the same property: Eve should be unable to learn anything about the message except possibly its length.

We will consider a model of security that captures this in Chapter 10: polynomial indistinguishability. Informally in this model a cryptosystem is secure if for any pair of ‘reasonable’ messages, $M_1, M_2$, Eve has no way of telling which of the two messages has been sent given both messages and the cryptogram.

Clearly any deterministic public key cryptosystem will fail this test since given a pair of messages $M_1, M_2$ and a cryptogram $C$, Eve can easily check if $C = e(M_1)$ or $C = e(M_2)$. So secure cryptography will require probabilistic encryption.

**Problems**

7.1a Bob has chosen his RSA public modulus $n = pq$ and now wishes to choose his public exponent $e$. Compare the complexity of the following algorithms for choosing an RSA public exponent $e$, to be coprime with $(p - 1)(q - 1)$.

*Algorithm A.* Choose $k$-bit odd integers at random and test for primality. When a prime is found check it does not divide $(p - 1)(q - 1)$.

*Algorithm B.* Choose $k$-bit odd integers at random and test whether they are coprime with $(p - 1)(q - 1)$.

7.2h Recall that $\phi(n) = \#\{1 \leq a < n \mid \gcd(a, n) = 1\}$. Show that for any integer $n$ we have

$$\phi(n) = n \prod_{p|n} \left(1 - \frac{1}{p}\right).$$

7.3b Show that knowledge of an Elgamal user’s public key $(p, g, g^x \mod p)$ enables an adversary to recover the least significant bit of the private key $x$.

7.4b Consider the following two problems:

**RSA FACTOR**

Input: an integer $n$, the product of two distinct primes $p, q$.

Output: $p$ and $q$.

**RSA PHI**

Input: an integer $n$, the product of two distinct primes $p, q$.

Output: $\phi(n) = \#\{1 \leq a < n \mid \gcd(a, n) = 1\}$. 
Show that these problems are Turing equivalent (that is they are Turing reducible to each other).

7.5\textsuperscript{h} Let \( n = pq \) be an RSA public modulus, where \( p, q \) both have the same bit length. Show that if the public and private exponents satisfy \( ed \leq n^{3/2} \) then there is a polynomial time algorithm for factoring \( n \).

7.6\textsuperscript{a} Suppose that in choosing his Elgamal public key Bob chooses \( g \) to be an arbitrary integer in the range \( 2 \leq g \leq p \). Will the resulting cryptosystem still work?

7.7\textsuperscript{a} Suppose Bob chooses his RSA public modulus as follows. He fixes a key length \( k \) and generates a random odd \( k \)-bit integer \( a \). He then tests \( a, a+2, a+4 \ldots \) for primality and stops once he has found two primes \( p \) and \( q \). He then forms the public modulus \( n = pq \). Explain why this method is insecure.

7.8\textsuperscript{h} Alice and Bob are using RSA to communicate but Alice’s copy of Bob’s public exponent \( e \) has become corrupted, with a single bit being flipped. Suppose that Alice encrypts a message with this corrupted public exponent \( e' \) and Bob then realises her mistake and asks her to resend the message, encrypted with the correct public exponent \( e \). Show that Eve can recover the message from Bob’s public key and the two cryptograms.

7.9\textsuperscript{b} If \((n, e)\) is an RSA public key then \( 0 \leq M \leq n - 1 \) is a fixed point of the cryptosystem iff \( M^e = M \mod n \), that is the encryption of \( M \) is itself. How many fixed points are there for a given RSA public key \((n, e)\), where \( n = pq \)?

7.10\textsuperscript{h} Show that if Bob has RSA public key \((n, 3)\) and both \( M \) and \( M + 1 \) are sent to Bob by Alice then Eve can recover \( M \) from the two cryptograms.

7.11\textsuperscript{b} Carol uses Rabin’s cryptosystem to send the same message to both Alice and Bob. Show that an adversary can recover the message given only the two cryptograms and the public keys.

7.12\textsuperscript{h} Suppose Alice and Bob use Rabin’s cryptosystem and his public key is \( n \). If Alice sends a message \( M \) to Bob but he loses his private key before he has a chance to read the message then explain why it is insecure for Bob to simply choose a new public key \( n^* > n \) and ask Alice to resend the message.

7.13\textsuperscript{a} If \( \pi_1(x) \) and \( \pi_3(x) \) denote the number of primes less than or equal to \( x \) which are of the form \( 4k + 1 \) and \( 4k + 3 \) respectively then

\[
\lim_{x \to \infty} \frac{\pi_1(x)}{\pi_3(x)} = 1.
\]
Hence show that there is a probabilistic algorithm for generating Blum primes which has polynomial expected running time.

7.14 Prove that there are infinitely many Blum primes.

7.15 Suppose that \((a_n)\) is a super-increasing sequence with the property that if \((b_n)\) is any other super-increasing sequence then \(a_n \leq b_n\). What is \(a_n\)?

7.16 Suppose a message space \(\mathcal{M}\) consists of \(k\)-bit binary strings in which no more than 5 entries are non-zero. These are encrypted using the RSA cryptosystem. Prove that an enemy will be able to decrypt any cryptogram in polynomial time. Is the same true if Elgamal is used in place of RSA?

7.17 Alice sends Bob the same message twice using McEliece’s cryptosystem with his suggested parameters \(n = 1024, t = 50\) and \(k = 524\). Assuming that she uses different random ‘error’ vectors, \(z_1\) and \(z_2\), explain how Eve can detect that the same message has been sent twice just from examining the cryptograms.

**Further notes**

The presentation of the Cocks–Ellis cryptosystem in Section 7.2 is based on the technical notes of Cocks (1973) which were not released to the public until 1997.

There is a huge research literature on the RSA and Elgamal public key systems. A good account of attacks can be found in Menezes, van Oorschot, and Vanstone (1996) and more recently for RSA in Boneh (1999).

Theorem 7.15 which shows that knowledge of the decryption exponent as well as the public key \((n, e)\) leads to an expected polynomial time algorithm for factoring \(n\) was noted in the original RSA paper.

A harder version of the question whether breaking RSA is as hard as factoring is to ask whether breaking low exponent RSA (LE-RSA) is as hard as factoring. Boneh and Venkatesan (1998) make progress towards showing that any efficient algebraic reduction from factoring to breaking LE-RSA can be converted into an efficient factoring algorithm. This means that breaking LE-RSA cannot be equivalent to factoring under algebraic reductions unless factoring is easy. (An algebraic reduction is restricted to only performing arithmetic operations but, for example, is not allowed to compute \(x \oplus y\).)

We note that Theorem 7.20 relating the security of Rabin’s cryptosystem to factoring is only true if messages are chosen at random. In particular, if we insist that messages are of a special form so as to enable unique decryption, it is no longer true.
Exercise 7.5 is a special case of Hästad’s broadcast attack (1988). Problem 7.10 is a special case of an attack due to Coppersmith et al. (1996).

The language SUBSET SUM used in the knapsack cryptosystem was one of the original 21 problems proved to be NP-hard by Karp (1972). The $L^3$-algorithm of Lenstra, Lenstra and Lovász (1983) used by Shamir (1983) in breaking the knapsack-based system was a landmark in the theory of NP-hardness. It showed that the problem of factoring polynomials in one variable with rational coefficients and of fixed degree could be achieved in polynomial time. Kaltofen (1982 and 1985) extended this to polynomials in any fixed number of variables.

For elementary introductions to the theory of linear codes (as used in McEliece’s cryptosystem) see Hill (1986) or Welsh (1988).

The use of elliptic curves in public key cryptosystems seems to have been first proposed by Koblitz (1987) and Miller (1986) and there is now a huge literature on this topic. However, the mathematical background needed for this is beyond the scope of this book.
8
Digital signatures

8.1 Introduction

The need to authenticate both the contents and origin of a message is crucial in any communications network. Consider the following problematic situations in which Alice and Bob face the forger Fred. In each case we suppose that Bob is Alice’s banker.

1) Suppose Fred sends Bob a message claiming to come from Alice asking him to transfer $1000 into Fred’s account. If Bob has no way of verifying the origin of this message then Alice is in trouble.

2) Suppose Fred intercepts a message from Alice to Bob asking him to transfer $1000 into Carol’s account. If Fred can alter the message so that ‘Carol’ is replaced by ‘Fred’ then again there is trouble.

3) Suppose Fred intercepts a message from Alice to Bob asking him to transfer $1000 into Fred’s account. Fred stores the message and resends it to Bob whenever he is short of cash!

In each case Fred can succeed if no proper system of message authentication is in place.

Historically the handwritten signature has been the preferred method for authentication of messages. A digital signature is a method for achieving this based on cryptography.

Ideally a digital signature should provide the same guarantees as a handwritten signature, namely it should satisfy:

1) Unforgeability. Only Alice should be able to sign her name to a message.
2) Undeniability. Alice should not be able to deny she signed at a later stage.
3) Authentication. The signature should allow the contents of the message to be authenticated.
For Alice’s signature to be unforgeable it must rely on some secret known only to her, namely her secret or private key. Moreover in order to provide message authentication the signature must also depend on the contents of the message being signed.

The original concept of a digital signature based on public key cryptography was proposed by Diffie and Hellman (1976) and was shown to be practically viable by Rivest, Shamir and Adleman in the RSA paper (1978). There is now a huge literature on the subject and a plethora of different schemes exist. We will only introduce the basic concepts here.

### 8.2 Public key-based signature schemes

Most of the public key cryptosystems we saw in the previous chapter can be used as digital signature schemes. The key ingredient required is that the cryptosystem must be commutative. That is, not only does

\[ d(e(M)) = M \]

need to hold, but also

\[ e(d(M)) = M. \]

For example, if Alice wishes to send a signed message to Bob she computes the signature \( S = d_A(M) \) (that is she ‘decrypts’ the message using her private key) and sends the pair \((M, S)\) to Bob. He can verify that the message did indeed come from Alice by using her (publicly-known) encryption function to check that

\[ e_A(S) = e_A(d_A(M)) = d_A(e_A(M)) = M. \]

Using the RSA cryptosystem this process yields the following signature scheme.

**Example 8.1** *The RSA signature scheme*

1. **Setup.** Alice chooses an RSA public key \((n, e)\) and private key \(d\).
2. **Signing.** If Alice wishes to sign the message \(M, 0 \leq M < n\) she computes the signature

\[ S = M^d \mod n \]

and sends the pair \((M, S)\) to Bob.
(3) **Verification.** Bob verifies the signature by using Alice’s public key to check that

\[ M = S^e \mod n. \]

On the face of it this scheme looks secure: signing in general seems to require knowledge of Alice’s private key. We saw in the previous chapter (Theorem 7.15) that recovering the private key from the public key in the RSA cryptosystem is equivalent to factoring, so under the Factoring Assumption this is hard. However, we will see later that this scheme is far from perfect.

In the next section we will consider exactly what it means for a signature scheme to be secure.

**Exercise 8.1** Suppose Alice has RSA public key \( n = 143, e = 103 \) and private key \( d = 7 \). What is the signature corresponding to the message \( M = 8 \)?

### 8.3 Attacks and security of signature schemes

What kind of attacks can the forger Fred perpetrate on a signature scheme?

We list the four basic attacks in order of increasing severity.

**Direct attack**

Fred only knows Alice’s public key. (He does not see any message-signature pairs).

**Known-signature attack**

Fred knows Alice’s public key and also has a collection of message-signature pairs: \((M_1, S_1), \ldots, (M_t, S_t)\), signed by Alice. (The messages are taken from those actually sent by Alice.)

**Chosen-message attack**

Fred knows Alice’s public key and has (somehow!) convinced her to sign a collection of messages of his own choice: \((M_1, S_1), \ldots, (M_t, S_t)\).

**Adaptive-chosen-message attack**

Fred knows Alice’s public key and convinces Alice to sign a sequence of messages of his own choice: \((M_1, S_1), \ldots, (M_t, S_t)\), with the choice of each message \(M_i\) dependent on the signatures of the earlier messages.

So what does it mean for Fred to break a signature scheme? His aim is to produce forgeries, that is message-signature pairs \((M, S)\) for which \(S\) is Alice’s signature of \(M\).
In order of increasing difficulty (for Fred) we have the following types of breaks.

**Existential forgery**
Fred can forge the signature of at least one message whose signature he has not already seen.

**Selective forgery**
Fred can forge the signature of at least one message of his choice whose signature he has not already seen.

**Universal forgery**
Fred can forge the signature of any message.

**Total break**
Fred manages to recover Alice’s private key (and hence can create forgeries at will).

So how does the RSA-based scheme described above stand up to attack?

**Proposition 8.2** The RSA signature scheme is
(a) existentially forgeable under a direct attack;
(b) universally forgeable under a chosen-message attack.

**Proof:** If Alice’s public key is \((n, e)\) then Fred can choose any \(0 \leq R < n\), and form

\[ Y = R^e \mod n. \]

Then the pair \((Y, R)\) is a valid message-signature pair since when Bob checks he finds that \(R^e = Y \mod n\) and so it passes the verification procedure. Hence (a) holds.

For (b), if Fred wishes to sign the message \(M\) then he chooses a random \(R, 1 \leq R < n\), and asks Alice to sign the messages \(M_1 = MR \mod n\) and \(M_2 = R^{-1} \mod n\). (Note that if \(R^{-1} \mod n\) does not exist then \(d = \gcd(R, n) \neq 1\) and so Fred can factor \(n\) as \(d, n/d\).)

If these messages have signatures \(S_1\) and \(S_2\) then \(M\) has signature \(S_1S_2 \mod n\) since

\[ M^d = (MRR^{-1})^d = (MR)^d(R^{-1})^d = S_1S_2 \mod n. \]

Another well-known signature scheme is based on the Elgamal cryptosystem.
Example 8.3 The Elgamal signature scheme

1. Setup. Alice chooses an Elgamal public key \((p, g, y)\) and private key \(x\), where \(p\) is a prime, \(g\) is a primitive root modulo \(p\), \(x \in \mathbb{Z}_p^*\) is random and \(y = g^x \mod p\).

2. Signing. To sign the message \(M\), where \(0 \leq M < p\), Alice does the following.
   (a) She selects a random \(k, 1 \leq k \leq p - 2\) satisfying \(\gcd(k, p - 1) = 1\).
   (b) She computes
      \[
      S_1 = g^k \mod p \quad \text{and} \quad S_2 = k^{-1}(M - xS_1) \mod (p - 1).
      \]
   (c) Her signature for the message \(M\) is the pair \((S_1, S_2)\) which she sends to Bob together with the message \(M\).

3. Verification. To check the signature Bob does the following.
   (a) He computes
      \[
      V = y^{S_1}S_2 = (g^x)^{S_1}(g^k)^{S_2} \mod p
      \]
      and
      \[
      W = g^M \mod p.
      \]
   (b) Bob accepts Alice’s signature iff \(V = W \mod p\).

It is a straightforward exercise to show that the Elgamal signature scheme works (in the sense that Bob accepts correctly signed messages).

As with the Elgamal cryptosystem this scheme can clearly be totally broken by an adversary who can solve the discrete logarithm problem efficiently. It is also universally forgeable by anyone who can solve the Diffie–Hellman problem (although the best current method of solving the Diffie–Hellman problem is via the discrete logarithm).

As with the RSA system this signature scheme is vulnerable to existential forgery.

Proposition 8.4 The Elgamal signature scheme is existentially forgeable under a direct attack.

Proof: Suppose Fred chooses \(a \in \mathbb{Z}_{p-1}\) and \(b \in \mathbb{Z}_{p-1}^*\) and computes
\[
S_1 = g^a y^b \mod p \quad \text{and} \quad S_2 = -S_1 b^{-1} \mod p - 1.
\]
We can then check that \((S_1, S_2)\) is a valid signature of the message
\[
M = a S_2 \mod p - 1.
\]
Bob computes

\[ V = y^{S_1} S_2 = y^{-S_2 b} (g^a y^b)^{S_2} = g^{a S_2} = g^M = W \mod p, \]

and so accepts Fred’s forgery. \(\square\)

There are many variants of the Elgamal signature scheme. One important example is the Digital Signature Algorithm (DSA). This was first proposed by NIST in 1991 and was developed by the NSA. In its original form it aroused some controversy. It was not until May 1994 after several modifications had been made that it became the Digital Signature Standard (DSS).

**Example 8.5 The Digital Signature Algorithm**

1. **Setup.** A global public key \((p, q, g)\) is constructed as follows:
   (a) \(p\) is a prime of exactly \(N\) bits, where \(N\) is a multiple of 64 in the range \(512 \leq N \leq 1024\) (so \(2^{N-1} < p < 2^N\));
   (b) \(q\) is a prime of 160 bits which divides \(p - 1\);
   (c) \(g = h^{(p-1)/q} \mod p\), where \(h\) is a primitive root mod \(p\). In other words \(g\) is an element of order \(q\) in \(\mathbb{Z}_p^*\).
   (d) Alice chooses a private key \(x_A\), \(1 < x_A < q\) and publishes her public key \(y_A = g^{x_A} \mod p\).

2. **Signing.** For Alice to sign a message \(M\), satisfying \(0 \leq M < q\), she chooses a random \(k\), \(1 < k < q\) and computes

\[
S_1 = (g^k \mod p) \mod q \quad \text{and} \quad S_2 = k^{-1} (M + x_A S_1) \mod q.
\]

Her signature for \(M\) is the pair \((S_1, S_2)\), which she sends to Bob together with the message \(M\).

3. **Verification.** Bob verifies her signed message as follows.
   (a) He computes

\[
W = S_2^{-1} \mod q, \quad U_1 = MW \mod q, \quad U_2 = S_1 W \mod q
\]

and

\[
V = (g^{U_1} y^{U_2} \mod p) \mod q.
\]

(b) Bob accepts iff \(V = S_1\).

**Proposition 8.6 The Digital Signature Algorithm works.**

**Proof:** First note that

\[
(M + x_A S_1) W = k S_2 S_2^{-1} = k \mod q. \quad (8.1)
\]
Now
\[ V = (g^U_1 y^U_2 A \mod p) \mod q = (g^{MW} g^{x_a S_i W} \mod p) \mod q, \]
since \( g^q = 1 \mod p \). So
\[ V = (g^{(M+x_a S_i)} W \mod p) \mod q. \]
Using (8.1) we obtain
\[ V = (g^k \mod p) \mod q = S_1. \]
So for a correctly signed message the verification procedure works. \( \square \)

**Exercise 8.2** Alice uses the Elgamal signature scheme to sign the message \( M = 30 \). If her public key is \((71, 7, 58)\), her private key is \( x = 4 \) and when signing she chooses \( k = 3 \) what is her signature?

**Exercise 8.3** Show that the Elgamal signature scheme works in the sense that the verification procedure accepts correctly signed messages.

### 8.4 Signatures with privacy

None of the signature schemes we have examined so far has attempted to hide the contents of the message being signed. Indeed the message is always sent to Bob unencrypted along with the signature and is used by Bob in the verification process. This allows Bob to verify that the message is authentic. However, this also enables an eavesdropper to obtain the contents of the message very easily.

In many situations the fact that the signed message can be verified by anyone may be extremely useful. However, if Alice also wishes to keep the contents of the message secret then she must also encrypt the signature using Bob’s public key.

The general protocol would then be as follows.

**Example 8.7** A generic signature with privacy scheme.

1. **Setup.** Alice and Bob both choose public/private key pairs.
2. **Signing.** Alice signs a message \( M \) using her private key as \( S = d_A(M) \).
3. **Encryption.** She then encrypts the signature using Bob’s public key as \( C_1 = e_B(S) \) and encrypts the message as \( C_2 = e_B(M) \) and sends the pair \((C_1, C_2)\) to Bob.
(4) *Decryption.* Bob uses his private key to decrypt and recover the signature as

\[ d_B(C_1) = d_B(e_B(S)) = S. \]

He also recovers the message as

\[ d_B(C_2) = d_B(e_B(M)) = M. \]

(5) *Verification.* He then verifies the signature using Alice’s public key and accepts iff

\[ e_A(S) = e_A(d_A(M)) = M. \]

In practice this may not be possible, since we are combining elements of both Alice and Bob’s cryptosystems. The problem is that the signature \( S \) may not lie in the domain of Bob’s cryptosystem and so Alice cannot then encrypt it with his public key. (For instance if they are using RSA and Alice’s public modulus \( n_A \) is larger than Bob’s public modulus \( n_B \) then \( S \) may not satisfy \( 0 \leq S < n_B \). In this case Alice cannot encrypt \( S \) with Bob’s public key as required in step (3) above.)

To avoid this problem Rivest, Shamir and Adleman proposed the following public key system for signatures and secrecy.

**Example 8.8** *The RSA signature scheme with privacy.*

(1) *Setup.*

(a) A large value, say \( h = 2^{1024} \), is announced by Alice.

(b) Each user of the system chooses two RSA public key pairs, one for encryption, \((n, e)\), and one for signing, \((m, f)\), satisfying \( m < h < n \).

(2) *Signing.* Suppose Alice wishes to sign a message \( M \), where \( 0 \leq M < m_A \), and send it securely to Bob. If Alice’s private key, corresponding to her signature public key \((m_A, f_A)\), is \( d_A \) then Alice computes her signature as

\[ S = M^{d_A} \mod m_A. \]

(3) *Encryption.* Since \( 0 \leq S < m_A < h < n_B \) Alice can now encrypt her signature using Bob’s encryption public key \((n_B, e_B)\) to give

\[ C_1 = S^{e_B} \mod n_B \]

which she sends to Bob together with \( C_2 = M^{e_B} \mod n_B \).

(4) *Decryption.* Bob decrypts \( C_1 \) to recover the signature as

\[ S = C_1^{d_B} \mod n_B. \]
where \( d_B \) is Bob’s private key corresponding to his encryption public key \((n_B, e_B)\). He also recovers the message as \( M = C_{2}^{d_B} \mod n_B \).

(5) **Verification.** Finally Bob verifies the signature using Alice’s signing public key \((m_A, f_A)\) and accepts the signature iff

\[
M = S_{f_A} \mod m_A.
\]

### 8.5 The importance of hashing

There are two major problems with the public key-based signature schemes we have seen.

1. They are existentially forgeable.
2. If the message is long then the signature will take a long time to compute.

(Recall that in practice most public key cryptosystems are not used to encrypt long messages, rather they are used to encrypt short session keys.)

The common solution employed to overcome both of these problems is the use of a hash function. We give only an informal definition of what this is.

A **hash function** \( h \) should map a (possibly lengthy) message to a small digest \( h(M) \), called the **hash** of the message. Ideally it has the following properties.

- **(H1)** The length of \( h(M) \) should be small so that it can signed efficiently.
- **(H2)** The function \( h \) should be a publicly known one-way function.
- **(H3)** It should ‘destroy algebraic relationships’ between messages and signatures.
- **(H4)** It should be ‘collision-resistant’, that is it should be difficult to find two messages with the same hash value.

Of all these conditions the last two are the most difficult to formalise. Before examining what these conditions mean we describe how to use a hash function in a signature scheme.

Assuming that Alice and Bob have chosen a hash function \( h \), the public key-based signature schemes we have described in previous sections can be adapted so that rather than signing the message, \( M \), Alice instead signs the hash of the message, \( h(M) \). To be precise the new scheme works as follows.

**Example 8.9 A generic ‘hash then sign’ signature scheme.**

1. **Setup.**
   - (a) Alice and Bob first agree on a hash function \( h \) to use.
   - (b) Alice then chooses her public and private keys and publishes her public key.
(2) **Signing.** If Alice wishes to sign a message $M$ she does the following.
   (a) She first computes the hash of the message, $H = h(M)$.
   (b) She then uses her private key to sign the hash, as $S = d_A(H)$.
   (c) Finally she sends the pair $(M, S)$ to Bob.

(3) **Verification.** Bob checks the signature as follows.
   (a) He computes the hash of the message $H = h(M)$.
   (b) He uses Alice’s public key to check that the signature is authentic and accepts iff the following identity holds
   \[
   e_A(S) = e_A(d_A(H)) = H.
   \]

One immediate advantage of this type of scheme is that rather than signing a message by ‘decrypting’ a possibly lengthy message Alice now signs by computing the hash of the message and then ‘decrypting’ this short hash value. This will generally result in significant efficiency savings.

Now that we know how Alice and Bob will use a hash function in their signature scheme we can return to the definition of a hash function and in particular discuss the last two conditions: (H3) ‘destroying algebraic relationships’ and (H4) ‘collision-resistant’.

To motivate condition (H3), recall the attack on the RSA scheme that showed it was universally forgeable under a chosen-message attack (see Proposition 8.2 (b)). This result relied on the fact that if
\[
M = M_1 M_2 \mod n
\]
and $M_i$ has signature $S_i$ then the signature of $M$ is
\[
S = S_1 S_2 \mod n.
\]
If we want a hash function to be useful in thwarting such an attack then we need to make sure that the following identity does not hold
\[
h(M_1) h(M_2) = h(M) \mod n.
\]
This is because if it does then the attack described in Proposition 8.2 (b) still works. This is an example of the type of algebraic relationship which the hash function should destroy.

In general the exact ‘algebraic properties’ that we wish the hash function to destroy will vary from one signature scheme to another.

The other condition, of ‘collision-resistance’, refers to a problem that is actually introduced by using hash functions, rather than an existing problem in signature schemes. If we wish to ensure that a forger Fred cannot substitute his message for a message $M$ which Alice has signed then it is essential that Fred
cannot find another message $M'$ such that $h(M) = h(M')$. Since if he can find such a message, then he can replace $M$ by $M'$ and, since both messages have the same hash value, the signature for $M$ will still be valid as a signature for $M'$.

Thus we say that a hash function $h$ is collision-resistant if it is computationally infeasible for an adversary to find two messages $M_1$ and $M_2$ such that $h(M_1) = h(M_2)$ (such a pair of messages is known as a collision). However, this is rather difficult to make precise. Since a hash function maps long messages to short hash values and in general there will be a large number of possible messages (far greater than the number of possible hash values) there will generally be lots of pairs of messages that have the same hash value. When this is true there clearly exists an extremely short algorithm for describing collisions: it simply outputs two messages that collide! However, in reality what matters is whether anyone can actually figure out what this algorithm is.

A family of widely used hash functions is described in the Secure Hash Standard (FIPS 180-2). These consist of SHA-1, which is the hash function designated for use in the Digital Signature Standard, together with SHA-256, SHA-384 and SHA-512. These functions map messages to hash values of lengths 160, 256, 384 and 512 bits respectively. Despite the fact that the compression involved implies that there are an extremely large number of possible messages that collide (SHA-1 maps a message space of size $2^{264}$ to a hash space of size $2^{160}$) no-one has yet found even a single pair of messages that collide! (However, a recent attack on SHA-1 requiring work of order $2^{63}$ to find a single collision suggests that this may not hold true for much longer.)

As a concrete example of a hash function consider the following, due to Chaum, van Heijst and Pfitzmann (1992).

Let $p$ be a safe prime, that is $p$ is of the form $2q + 1$, where $q$ is also prime. Let $a, b$ be distinct primitive roots modulo $p$ and define

$$h : \mathbb{Z}_q \times \mathbb{Z}_q \rightarrow \mathbb{Z}_p^*, \quad h(x, y) = a^x b^y \mod p.$$ 

It can be shown (by case analysis see Problem 8.10) that given a single collision for $h$ there is a polynomial time algorithm to compute $\log_a b \mod p$. However, as we will see in the next section, to withstand even the simplest attack $p$ must be large.

### 8.6 The birthday attack

There are various attacks on ‘hash then sign’ signature schemes, the most basic of which is the birthday attack. This attack is loosely motivated by the following scenario.
Suppose that Fred wishes to forge Alice’s signature for a particular message $M_1$. Unsurprisingly Alice is unwilling to sign $M_1$, however, she is willing to sign another message $M_2$. Now almost certainly the values $h(M_1) \neq h(M_2)$ and so a valid signature for $M_2$ is not a valid signature for $M_1$. However, if Alice is willing to sign $M_2$ she may well also be willing to sign a message $M'_2$ that differs from $M_2$ in a few bits (for instance suppose some of the spaces in the message are replaced by tabs). Also Fred may be satisfied with a signature of a message $M'_1$ that only differs from $M_1$ in a few bits. With this in mind, Fred produces two lists of possible messages

$$M_1 = \{M_{1,1}, M_{1,2}, \ldots, M_{1,n}\}$$

and

$$M_2 = \{M_{2,1}, M_{2,2}, \ldots, M_{2,n}\}.$$ 

The first list consists of messages obtained from $M_1$ by changing a few bits and are all messages that Fred would like Alice to sign but which she would never be willing to sign. The second list consists of messages obtained from $M_2$ by changing a few bits and are all messages that Alice would be willing to sign. Now all Fred needs to do is to find a pair $M'_1 \in M_1$ and $M'_2 \in M_2$ such that $h(M'_1) = h(M'_2)$. Fred can then ask Alice to sign the message $M'_2$ (which she is happy to do) and later he can claim that Alice in fact signed the message $M'_1$ (a message that she would never have willingly signed).

If the hash function $h$ is truly collision-resistant then Fred will fail, since this attack requires him to find a collision. However, it shows how the ability to find even a single collision may have disastrous consequences for the security of a signature scheme. This leads us to consider the question of how Fred might go about finding a single collision for an arbitrary hash function.

Our next result, describing the birthday attack, shows that Fred may not need to examine too many messages before he finds a collision. To be precise it says that if Fred generates random messages and computes their hash values then with probability at least $1/2$ he finds a collision after generating $\sqrt{2|R|}$ messages, where $|R|$ is the total number of possible hash values for the hash function in question. Thus if we wish a hash function to be collision-resistant we must ensure that it maps messages to hash values consisting of $t$-bits, where $2^{(t+1)/2} = \sqrt{2|R|}$ is sufficiently large that generating $2^{(t+1)/2}$ random messages and corresponding hash values is infeasible for Fred.

**Theorem 8.10** If $h : \{0, 1\}^m \rightarrow \{0, 1\}^t$, $3 \leq t < m$, $n = 2^{[(t+1)/2]}$ and $M_1, \ldots, M_n \in \{0, 1\}^m$ are chosen independently at random then

$$\Pr[\text{There is a collision}] > \frac{1}{2}.$$
Proof: Let us assume to start with that the hash function $h$ is \textit{regular}, that is for every possible hash value $y \in \{0, 1\}^t$ the number of messages $M \in \{0, 1\}^m$ satisfying $h(M) = y$ is exactly $2^{m-t}$.

Thus for any fixed hash value $y \in \{0, 1\}^t$ and random message $M$ we have

$$\Pr[h(M) = y] = \frac{1}{2^t}.$$ 

Now if Fred chooses $n$ random messages independently from $\{0, 1\}^m$ then the probability that they all have distinct hash values is the same as the probability that if $n$ balls are thrown independently and uniformly at random into $2^t$ bins then no bin contains more than one ball. The total number of ways of throwing $n$ balls into $2^t$ bins is $2^{tn}$, whereas the number of ways of throwing $n$ balls into $2^t$ bins so that no bin contains more than one ball is $n! \binom{2^t}{n}$. Hence we have

$$\Pr[\text{No collision}] = \binom{2^t}{n} \frac{n!}{2^{tn}} = \prod_{i=1}^{n-1} \left(1 - \frac{i}{2^t}\right).$$

We can now use the inequality $1 - x \leq e^{-x}$ for $0 \leq x \leq 1$ to give

$$\Pr[\text{No collision}] \leq \prod_{i=1}^{n-1} e^{-i/2^t}.$$ 

Using the fact that

$$1 + 2 + \cdots + (n - 1) = \frac{n(n - 1)}{2},$$

we obtain

$$\Pr[\text{No collision}] \leq e^{-n(n-1)/2^{t+1}}.$$ 

So for $n = 2^{(t+1)/2}$ the probability that no collision occurs is at most $\exp(-1 + 1/2^{(t+1)/2})$. Using the fact that $t \geq 3$ we have

$$\Pr[\text{No collision}] \leq e^{-3/4} < \frac{1}{2}.$$ 

Hence

$$\Pr[\text{There is a collision}] > \frac{1}{2}.$$ 

If $h$ is not regular, that is certain hash values are more likely than others, the result also holds (see Exercise 8.4 for details). \qed
This last result tells us that for a hash function to be secure against the birthday attack it must be true that generating $2^{t/2}$ messages and corresponding hash values is infeasible (where the hash value is a $t$-bit string). However, it says nothing about a lower bound on when this attack might succeed. In fact if the hash function is regular then the birthday attack is unlikely to succeed if fewer than $2^{t/2}$ messages are generated.

**Proposition 8.11** If $h : \{0, 1\}^m \rightarrow \{0, 1\}^t$ is regular, $3 \leq t < m$, $n = 2^\lfloor(t-k)/2\rfloor$ and $M_1, \ldots, M_n \in_R \{0, 1\}^m$ are chosen independently at random then

$$\Pr[\text{There is a collision}] < \frac{1}{2^{k+1}}.$$ 

**Proof:** Since $h$ is regular we know that for each $y \in \{0, 1\}^t$ we have $|h^{-1}(y)| = 2^{m-t}$. Let $F_i$ be the event that the $i$th message has a hash value that is the same as one of the earlier messages. Then

$$\Pr[F_i] \leq \frac{i - 1}{2^t},$$

so

$$\Pr[\text{There is a collision}] = \Pr[F_2 \cup F_3 \cup \cdots \cup F_n]$$

$$\leq \sum_{i=2}^{n} \Pr[F_i]$$

$$\leq \sum_{i=2}^{n} \frac{i - 1}{2^t}$$

$$= \frac{n(n-1)}{2^{t+1}}.$$ 

Hence

$$\Pr[\text{There is a collision}] < \frac{n^2}{2^{t+1}} \leq \frac{2^{t-k}}{2^{t+1}} = \frac{1}{2^{k+1}}.$$ \hfill $\square$

In fact one can show that the more ‘irregular’ the hash function is the quicker the birthday attack will succeed. Intuitively this is not surprising. As an extreme case think of a hash function that maps all messages to a single hash value. For details see Bellare and Kohno (2004).

Note that the hash function SHA-1 maps messages to hash values of 160 bits. So this result says that if SHA-1 is regular then the birthday attack is infeasible since $2^{80}$ messages are required. In general for any attack on a hash function to be taken seriously it must do better than the birthday attack.
Exercise 8.4

(a) Show that if \( p_1 + p_2 + \cdots + p_N = 1 \) and \( p_i \geq 0 \) for \( 1 \leq i \leq N \) then for \( k \leq N \)

\[
\sum p_{i_1} p_{i_2} \cdots p_{i_k} \leq \binom{N}{k} \frac{k!}{N^k},
\]

where the sum is over all choices of distinct \( i_1, \ldots, i_k \) satisfying \( 1 \leq i_j \leq N \) for \( 1 \leq j \leq k \).

(b) Hence complete the proof of Theorem 8.10 by showing that if a hash function \( h \) is not regular then the success probability of the birthday attack is at least as good as when \( h \) is regular.

Problems

8.1a Estimate the complexity of the signing procedure of the RSA scheme. How does this compare with the time needed to verify a signature?

8.2a Repeat the above for the Elgamal signature scheme (assume that Alice uses a safe prime, that is \( p = 2q + 1 \), with \( q \) also prime).

8.3h Suppose Alice uses a signature scheme based on Rabin’s cryptosystem with public key \( n \) and private key \((p, q)\). So the signature of a message \( M \) is \( S \) such that \( S^2 = M \mod n \). Can all messages \( 0 \leq M < n \) be signed? Given that she restricts her message space to those messages that can be signed show that Fred can totally break this scheme using a chosen-message attack. (That is Fred can recover Alice’s private key using an attack where he is first shown Alice’s public key and then chooses messages for Alice to sign.)

8.4a Show that if Fred sees two message-signature pairs \((M_1, S_1)\) and \((M_2, S_2)\) in the RSA scheme then he can forge the signature to the message \( M_1 M_2 \mod n \).

8.5h Show that the DSA scheme is existentially forgeable under a direct attack.

8.6a Suppose Alice sends two different messages \( M_1 \) to Bob and \( M_2 \) to Carol, and provides signatures for each message using the DSA. Show that if Alice is lazy and instead of choosing two different random values of \( k \) (in step (2) of the DSA) she uses the same value for both signatures then it is possible for Eve to recover her private key \( x_A \) from the signed messages.

8.7h Let \( h : \{0, 1\}^m \rightarrow \{0, 1\}^t \) be a hash function, with \( t \leq m - 1 \). Show that if \( h \) can be inverted in polynomial time then there is a probabilistic
algorithm for finding a collision with polynomial expected running time.

8.8 Suppose that \( h: \mathcal{M} \to \mathcal{H} \) is a hash function which sends messages \( M \in \mathcal{M} \) to hash values \( h(M) \in \mathcal{H} \). If \( N(h) \) denotes the number of unordered pairs of messages which collide and \( s_y = |h^{-1}(y)| \) for \( y \in \mathcal{H} \), prove that

\[
2N(h) = \sum_{y \in \mathcal{H}} s_y^2 - |\mathcal{M}|.
\]

Hence show that \( N(h) \) is minimised when the \( s_y \) are all equal.

8.9 Prove that in a non-leap year, if at least 23 people are in a room then the probability that a pair share the same birthday is at least \( \frac{1}{2} \).

8.10 Consider the hash function \( h: \mathbb{Z}_q \times \mathbb{Z}_q \to \mathbb{Z}_p^* \) defined by

\[
h(x, y) = a^x b^y \mod p,
\]

where \( a, b \) are distinct primitive roots mod \( p \) and \( p, q \) are prime with \( p = 2q + 1 \).

(a) Show that if \( h(x_1, y_1) = h(x_2, y_2) \),

with \( (x_1, y_1) \neq (x_2, y_2) \), then \( d = \gcd(y_2 - y_1, p - 1) \) is either 1 or 2.

(b) Show that if \( d = 1 \) then

\[
\log_a b = (x_1 - x_2)(y_2 - y_1)^{-1} \mod p - 1.
\]

(c) Show that if \( d = 2 \) and \( z = (y_2 - y_1)^{-1} \mod q \) then

\[
\log_a b = (x_1 - x_2)z \mod p - 1
\]

or

\[
\log_a b = q + (x_1 - x_2)z \mod p - 1.
\]

(d) Deduce that if an adversary can find a collision in polynomial time then they can calculate \( \log_a b \mod p \) in polynomial time.

8.11 If the hash function of the previous question is to resist the birthday attack how large should \( p \) be? (You may suppose that no forger is able to produce more than \( 2^{80} \) messages and corresponding hash values.)
Further notes

We have given just a brief introduction to signature schemes. The origin of the concept appears to be the seminal paper of Diffie and Hellman (1976) and the first practical method was the RSA scheme in (Rivest, Shamir and Adleman, 1978).

The Elgamal scheme was introduced in the 1985 paper containing his public key cryptosystem. Other early schemes based on symmetric cryptosystems were proposed by Lamport (1979) and Rabin (1978).

Hash functions have a much longer history. They have many noncryptographic applications: Knuth (1973) traces them back to work at IBM in 1953. The introduction of the concept of a one-way hash function seems to have been the papers of Rabin (1978), Merkle (1978) and Davies and Price (1980). Mitchell, Piper and Wilde (1992) is an interesting review of digital signatures which also treats hash functions while Menezes, van Oorschot and Vanstone (1996) is an invaluable source for both signatures and hashing. More recent surveys are Pedersen (1999) and Preneel (1999).

The cryptographic hash function SHA-1 was introduced as a Federal Information Processing Standard (FIPS-180-1) in 1995 by the National Institute of Standards and Technology (NIST) as a technical revision aimed at improving security of an earlier version SHA-0 introduced as FIPS-180 by NIST in 1993. For more details on the construction and implementation of SHA-1 and its relation to earlier families of hash functions see Chapter 9 of Menezes, van Oorschot and Vanstone (1996). The book by Pfitzmann (1996) and the chapter on signature schemes in Goldreich (2004) provide an up-to-date account of the state of current knowledge in this area.
Key establishment protocols

9.1 The basic problems

We saw in Chapter 5 that the one-time pad is a cryptosystem that provides perfect secrecy, so why not use it? The obvious reason is that the key needs to be as long as the message and the users need to decide on this secret key in advance using a secure channel.

Having introduced public key cryptography in Chapter 7 one might wonder why anyone would want to use a symmetric cryptosystem. Why not simply use RSA or some other public key cryptosystem and dispense with the need to exchange secret keys once and for all?

The problem with this approach is that symmetric cryptosystems are generally much faster. For example in 1996, DES was around 1000 times faster than RSA. In situations where a large amount of data needs to be encrypted quickly or the users are computationally limited, symmetric cryptosystems still play an important role. A major problem they face is how to agree a common secret key to enable communications to begin.

This basic ‘key exchange problem’ becomes ever more severe as communication networks grow in size and more and more users wish to communicate securely. Indeed while one could imagine Alice and Bob finding a way to exchange a secret key securely the same may not be true if you have a network with 1000 users. For each pair of users to agree on a secret key seems to require \(\binom{1000}{2} = 499500\) secure channels (one for each pair of users). Moreover if a new user joins the network another 1000 secure channels need to be established!

For the majority of this chapter we will examine methods for establishing secret keys securely without the use of a secure channel. However, we first consider ways to reduce the number of secure communications needed to enable all of the users of a network to communicate securely with each other.
Suppose a network contains $N$ users, each of whom may wish to communicate securely with any other user. If users generate the keys themselves then before two users, Alice and Bob, can communicate they need to agree on a key. This would seem to require the existence of $\binom{N}{2}$ secure channels to enable each pair of users to securely agree a common secret key. This is clearly prohibitive for large networks so we will suppose that there is a trusted central authority whose job it is to distribute keys to the users.

In this model we would seem to require the following conditions to hold.

1. The existence of $N$ secure communication channels (one from the trusted authority to each user).
2. Each user needs to be able to securely store $N - 1$ distinct keys (one for each other user).

This may still be too much, for instance if the users have limited storage capabilities then they may not be able to store $N - 1$ distinct keys.

### 9.2 Key distribution with secure channels

Several schemes have been proposed to alleviate the above problems. Below we present one of the simplest such schemes. It requires the intervention of a trusted authority, Trent or $T$, who is responsible for distributing the keys. It reduces the number of separate secure keys that need to be sent to (and stored by) each user but, in its simplest version, has the downside that if any group of two or more users collaborate then they can compute the keys of all the other pairs of users in the system. The first such scheme, due to Blom (1984), relied on the theory of maximum distance separable (MDS) codes, the simplified version we present here is due to Blundo et al. (1993).

1. Suppose there are $N$ users. The trusted authority, $T$, chooses a large prime $p > N$ which he makes public.
2. Each user $U_i$ in turn chooses a distinct $z_i \in \mathbb{Z}_p^*$ which is made public.
3. The trusted authority $T$ chooses random $a, b, c \in \mathbb{Z}_p^*$ and generates the polynomial

\[ f(x, y) = a + b(x + y) + cxy. \]

The form of the polynomial is public but $a, b$ and $c$ remain secret.
(4) Using a secure channel \( T \) sends each user \( U_i \) the coefficients of the polynomial
\[
g_i(x) = f(x, z_i) \mod p,
\]
that is he sends \( d_i = a + b z_i \mod p \) and \( e_i = b + c z_i \mod p \) to \( U_i \).

(5) Now if \( U_i \) and \( U_j \) wish to communicate they form the common key
\[
g_i(z_j) = f(z_j, z_i) = f(z_i, z_j) = g_j(z_i).
\]
This reduces the number of secure messages that need to be sent to \( 2N \), instead of \( N(N - 1) \), since two messages are sent to each user rather than \( N - 1 \). Moreover each user only needs to store the two coefficients rather than \( N - 1 \) different keys.

To see that it impossible for a user \( U_k \) to compute the key of two other users \( U_i, U_j \), consider the following.

User \( U_k \) needs to compute
\[
K_{ij} = f(z_i, z_j) = a + b(z_i + z_j) + c(z_i z_j).
\]
He or she knows the coefficients of \( g_k(x) \) and \( z_i, z_j \). Hence he or she can form the following system of linear equations in the unknowns \( a, b, c \):
\[
\begin{align*}
a + b(z_i + z_j) + c z_i z_j &= K_{ij} \\
a + b z_k &= d_k \\
b + c z_k &= e_k.
\end{align*}
\]

The determinant of the matrix of coefficients is \((z_k - z_i)(z_k - z_j) \neq 0\). So for any possible value of the secret key \( \hat{K}_{ij} \) there is a unique choice of \( a, b, c \) that satisfies this system. However, since \( a, b, c \) were chosen at random this means that all possible values of \( \hat{K}_{ij} \) are equally likely to be correct and so it is impossible for \( U_k \) to determine the secret key \( K_{ij} \).

However, if two users \( U_i \) and \( U_j \) cooperate then they can determine all of the keys in the system. This is because they have four equations in the three unknowns \( a, b, c \), namely:
\[
\begin{align*}
a + b z_i, \quad a + b z_j, \quad b + c z_i, \quad b + c z_j.
\end{align*}
\]
Hence they can find \( a, b, c \) and so calculate \( g_k(x) \) for any \( k \). This then allows them to find all the keys in the system.

**Example 9.1** A toy example of the key distribution scheme with secure channels.

(1) Suppose there are three users so \( N = 3 \) and Trent chooses \( p = 11 \) and makes this public.
(2) The users choose random $z_i \in \mathbb{Z}_{11}^*$, say $z_1 = 3$, $z_2 = 9$, $z_3 = 4$ and make these public.
(3) Trent chooses random $a, b, c \in \mathbb{Z}_{11}^*$, say $a = 2$, $b = 5$ and $c = 8$. He then forms the polynomial
\[ f(x, y) = 2 + 5(x + y) + 8xy \mod 11. \]
(4) Using secure channels Trent sends the coefficients of $g_i(x) = f(x, z_i)$ to user $U_i$. So he sends $d_1 = 6$, $e_1 = 7$ to $U_1$; $d_2 = 3$, $e_2 = 0$ to $U_2$ and $d_3 = 0$, $e_3 = 4$ to $U_3$.
(5) If $U_1$ and $U_2$ wish to communicate they form the following common key:
\[ g_1(z_2) = g_1(9) = 6 + 7 \cdot 9 = 3 \mod 11, \quad g_2(z_1) = 3 + 0 \cdot 3 = 3 \mod 11. \]

### 9.3 Diffie–Hellman key establishment

So far we have rather unrealistically assumed the existence of secure channels to facilitate key distribution. We would now like to dispense with this assumption, but how then can Alice and Bob possibly establish a shared secret key?

Although this seems on the face of it to be an impossible problem an ingenious solution to it was proposed in the mid-1970s by Diffie and Hellman. Their key establishment protocol works as follows.

Alice and Bob wish to agree on a common secret key to use in a symmetric cryptosystem. We assume that a key for their cryptosystem is simply a large integer.

First Alice publicly announces a large prime $p$ and a primitive root $g \mod p$. The protocol then proceeds as follows:

(1) Alice chooses a secret random integer $1 < x_A < p - 1$ and computes $y_A = g^{x_A} \mod p$. She then sends $y_A$ to Bob.
(2) Bob does the same as Alice, choosing a secret random integer $1 < x_B < p - 1$ and computing $y_B = g^{x_B} \mod p$. He then sends $y_B$ to Alice.
(3) Alice forms the key $K = y_B^{x_A} \mod p$ and Bob forms the same key $K = y_A^{x_B} \mod p$.

Note that at the end of this protocol Alice and Bob really do both possess the same key since
\[ y_A^{x_B} = g^{x_A x_B} = g^{y_B x_A} = y_B^{x_A} \mod p. \]
Example 9.2 A toy example of Diffie–Hellman key establishment.

(1) Suppose Alice chooses the prime 19 and primitive root 2.
(2) Alice chooses $x_A = 5$ and calculates

$$y_A = g^{x_A} = 2^5 = 13 \text{ mod } 19.$$ 

She then sends 13 to Bob.
(3) Bob chooses $x_B = 6$ and calculates

$$y_B = g^{x_B} = 2^6 = 7 \text{ mod } 19.$$ 

He then sends 7 to Alice.
(4) Alice then computes

$$K = y_A^{x_B} = 7^5 = 11 \text{ mod } 19.$$ 

(5) Similarly Bob computes

$$K = y_B^{x_A} = 13^6 = 11 \text{ mod } 19.$$ 

Hence Alice and Bob do share a common secret key at the end of the protocol.

Now let us consider its security. It is certainly vulnerable to an enemy who can compute discrete logarithms. Indeed the security of the Diffie–Hellman key establishment protocol depends on the belief that the following problem (which we have already discussed in connection with the Elgamal cryptosystem) is ‘hard’.

**DIFFIE–HELLMAN**

Input: prime $p$, primitive root $g$, $g^x \text{ mod } p$ and $g^y \text{ mod } p$ with $x, y \in \mathbb{Z}_p^*$. 

Output: $g^{xy} \text{ mod } p$.

This problem is obviously related to the problem of computing $\text{dlog}(p, g, b)$ for prime $p$, primitive root $g$ and $b \in \mathbb{Z}_p^*$.

For example it is easy to see that

(a) Any efficient algorithm for the DIFFIE–HELLMAN problem renders the Diffie–Hellman key establishment protocol insecure.

(b) DIFFIE–HELLMAN is Turing-reducible to dlog.

A problem which has remained open for a number of years is whether the converse of (b) is also true. Namely is dlog Turing-reducible to DIFFIE–HELLMAN?

A well-known attack on the discrete logarithm problem is via the algorithm of Pohlig and Hellman (1978). This is feasible if the prime factors of $p - 1$ are
small. More precisely, if \( p - 1 \) has factorisation

\[
p - 1 = p_1^{a_1} p_2^{a_2} \cdots p_l^{a_l},
\]

then the Pohlig–Hellman algorithm has running time dominated by

\[
O \left( \sum_{j=1}^l a_j \ln(p - 1) + \sum_{j=1}^l \sqrt{p_j} \right)
\]

multiplications. Hence an ideal choice of \( p \) in either Diffie–Hellman or Elgamal would be \( p = 2q + 1 \), with \( q \) also prime. In other words: take \( p \) to be a safe prime.

Other insecurities in Diffie–Hellman have been pointed out by van Oorschot and Wiener (1996) (see Problem 9.6).

As we shall see in the next chapter the problem of recovering the most significant bit of \( x \) given \( y = g^x \mod p \), \( p \) and \( g \) is essentially as hard as computing the entire discrete logarithm \( x \). For the Diffie–Hellman problem itself we have the following result due to Boneh and Venkatesan (1996) relating the difficulty of computing the most significant bits of the shared key to the problem of recovering the entire shared key.

**Proposition 9.3** Let \( p \) be a \( k \)-bit prime, \( g \in \mathbb{Z}_p^* \), \( \epsilon > 0 \) and \( n = \lceil \epsilon k \rceil \). If there exists an efficient algorithm that computes the \( n \) most significant bits of \( g^{ab} \) given \( p \), \( g \), \( g^a \) and \( g^b \) then there is an efficient algorithm that computes all of \( g^{ab} \), given \( p \), \( g \), \( g^a \) and \( g^b \).

It is widely believed that the problem DIFFIE–HELLMAN is hard. If it is then Diffie–Hellman key establishment is secure against attack by a passive adversary (such as Eve). However, even if it is hard there is still a glaring insecurity in the Diffie–Hellman key establishment protocol as it stands. This is because an active adversary, Mallory, can mount a ‘man in the middle attack’.

**Proposition 9.4** The Diffie–Hellman key establishment protocol is vulnerable to a ‘man in the middle attack’.

**Proof:** Recall that the protocol starts with Alice publicly announcing a large prime \( p \) and a primitive root \( g \mod p \). Mallory now alters the protocol as follows.

1. Alice chooses a secret integer \( 1 < x_A < p - 1 \) and computes \( y_A = g^{x_A} \mod p \). She then sends \( y_A \) to Bob.

(M1) Mallory intercepts Alice’s communication of \( y_A \) and replaces it by \( y_M = g^{x_M} \mod p \), where \( x_M \) is known to Mallory. He then sends this to Bob.
(2) Bob does the same as Alice, choosing an integer $1 < x_B < p - 1$ and computes $y_B = g^{x_B} \mod p$. He then sends $y_B$ to Alice.

(M2) Mallory intercepts Bob’s communication of $y_B$ and again replaces it by $y_M$. He then sends this to Alice.

(3) Alice forms the key $K_{AM} = y_M^{x_A} \mod p$ and Bob forms the key $K_{BM} = y_M^{x_B} \mod p$.

(M3) Mallory now also calculates the two keys as $K_{AM} = y_M^{x_A} \mod p$ and $K_{BM} = y_M^{x_B} \mod p$.

At the end of the key establishment protocol Alice and Bob have different keys which are both known to Mallory. Once they start communicating Mallory can intercept, decrypt and then re-encrypt messages at will so Alice and Bob will never know that he is reading (and possibly altering) their messages.

The reason that Mallory can perform this ‘man in the middle attack’ is that Alice and Bob have no way (in the current protocol) of knowing the identity of the other user. What is required is an authentication process to be built into the scheme so that Mallory cannot impersonate them.

**Exercise 9.1**

(a) Alice and Bob use the Diffie–Hellman protocol with prime $p = 11$ and primitive root $g = 2$.

(i) If Alice sends Bob $y_A = 9$ what was her choice of $x_A$?

(ii) If the final common key $K_{AB}$ is 3 then what did Bob send to Alice as $y_B$?

**Exercise 9.2** Prove that DIFFIE–HELLMAN is Turing reducible to dlog.

### 9.4 Authenticated key distribution

We noted above that the Diffie–Hellman key establishment protocol is insecure when faced with an active adversary who can intercept communications and introduce his or her own messages. If Mallory interposes himself between Alice and Bob he can fool them both into sharing two distinct common keys with him. He can then read and possibly alter any messages they exchange.

In order to solve this problem Alice and Bob need to be certain that they are communicating with each other. In other words they need to introduce authentication into the key establishment protocol.

An obvious way to do this is to use certificates which have been signed by a trusted authority, as we describe below.
For example, the Diffie–Hellman key establishment protocol could be adapted as follows.

Setup:

1. Trent publicly announces a prime $p$ and primitive root $g \mod p$.
2. Alice and Bob each choose secret private keys $a$ and $b$ respectively satisfying $1 < a, b < p - 1$. They then form their public keys $K_A = g^a \mod p$ and $K_B = g^b \mod p$.
3. Alice and Bob register their public keys with Trent who verifies their identities and provides them with certificates $C_A$ and $C_B$ respectively. A certificate is a message containing the user’s identity and public key, which has been signed by Trent using a digital signature scheme as described in Chapter 8.

Protocol:

1. If Alice and Bob wish to communicate Alice sends $C_A$ to Bob and Bob sends $C_B$ to Alice.
2. Alice and Bob now each check that the other’s certificate is valid and extract the public key of the other user. This involves checking that the certificate was signed by Trent and that each certificate does correctly identify the other user. (Note that this requires them to trust Trent and also to have authentic copies of Trent’s public key to verify his signature.)
3. Finally they form a common key for communication by computing
   \[ K_{AB} = (K_A)^b = g^{ab} = (K_B)^a \mod p. \]

This scheme solves the earlier problem of authentication, however, it has a different drawback. What if Alice and Bob wish to communicate frequently? In the original Diffie–Hellman protocol they would choose a different key each time but now their key is fixed: unless they go back to Trent and ask him to issue new certificates based on new public keys they will always use the same common key for their communications.

A different solution to the authenticated key establishment problem, which does not suffer from this shortcoming was proposed by the NSA. Known as the Key Exchange Algorithm (KEA) it was declassified in 1998. It essentially mixes the original Diffie–Hellman protocol with the authenticated version described above and works as follows.

Setup:

1. Trent publicly announces a 1024-bit prime $p$, a 160-bit prime divisor $q$ of $p - 1$ and an element $g \in \mathbb{Z}_p^*$ of order $q$. 
(2) Alice and Bob each choose secret private keys \( a \) and \( b \) respectively, satisfying \( 1 \leq a, b \leq q - 1 \). They then form their public keys
\[
K_A = g^a \mod p \quad \text{and} \quad K_B = g^b \mod p.
\]
(3) Alice and Bob register their public keys with Trent who verifies their identities and provides each of them with a certificate \( C_A \) and \( C_B \) respectively. As before these certificates consist of messages containing the user’s public key and identity which have been digitally signed by Trent.

Protocol:

1. If Alice and Bob wish to communicate Alice sends \( C_A \) to Bob and Bob sends \( C_B \) to Alice.
2. Alice and Bob now each check that the other’s certificate is valid and extract the public key of the other user. This involves checking that the certificate was signed by Trent and that each certificate correctly identifies the other user.
3. Alice chooses random \( 1 \leq r_A \leq q - 1 \) and sends \( R_A = g^{r_A} \mod p \) to Bob.
4. Bob then chooses random \( 1 \leq r_B \leq q - 1 \) and sends \( R_B = g^{r_B} \mod p \) to Alice
5. Alice then performs the following checks and terminates the protocol if any are failed:
   (i) She checks that \( 1 < R_B < p \).
   (ii) She checks that \( (R_B)^q = 1 \mod p \).
6. Bob performs analogous checks on the information Alice has sent him.
7. Finally Alice and Bob each form the common secret key
\[
K_{AB} = (K_B)^{r_A} + (R_B)^a = (K_A)^{r_B} + (R_A)^b \mod p.
\]

**Example 9.5** Toy example of the Key Exchange Algorithm.

Setup:

(1) Trent chooses the primes \( p = 43 \) and \( q = 7 \) a divisor of \( p - 1 = 42 \). He then takes \( g = 4 \). (Since 4 is an element of order 7 in \( \mathbb{Z}_{43}^* \).)
(2) Alice and Bob choose \( a = 5 \) and \( b = 2 \) respectively so their public keys are \( K_A = 4^5 = 35 \mod 43 \) and \( K_B = 4^2 = 16 \mod 43 \).
(3) Alice and Bob register these public keys with Trent who issues them with certificates \( C_A \) and \( C_B \) that he signs.

Protocol:

(1) Alice and Bob exchange certificates.
(2) Alice and Bob verify that each other’s certificate is valid and extract the other’s public key.
(3) Alice chooses \( r_A = 6 \) and sends \( R_A = 4^6 = 11 \mod 43 \) to Bob.
(4) Bob chooses \( r_B = 3 \) and sends \( R_B = 4^3 = 21 \mod 43 \) to Alice.
(5) Alice checks:
   (i) \( 1 < R_B = 21 < 43 \).
   (ii) \( R_B^q = 21^7 = 1 \mod 43 \).
(6) Bob checks:
   (i) \( 1 < R_A = 11 < 43 \).
   (ii) \( R_A^q = 11^7 = 1 \mod 43 \).
(7) Alice and Bob both form the common secret key
\[
K_{AB} = 16^6 + 21^5 = 35^3 + 11^2 = 39 \mod 43.
\]
(Note that in reality the primes \( p \) and \( q \) used in the Key Exchange Algorithm should be 1024-bit and 160-bit integers respectively.)

Exercise 9.3 Prove that if Alice and Bob use the Key Exchange Algorithm then they do obtain a common key.

9.5 Secret sharing

We have seen a number of ingenious methods for exchanging keys for use in cryptosystems, however, there still remains the problem of how to store a secret key securely and reliably. One could suggest we simply encrypt the key before storing it, but this is not a solution: if we did this we would simply have a new secret key to store.

A second problem is that a user with a secret private key faces a dilemma if he or she simply stores the key as it is. For instance the user could store the key in a single secure location (his or her head or hard-drive) but a single accident (lapse of memory, hard-drive failure) could then render the key lost forever. An alternative is to store copies of the key in several locations, but this only improves the reliability of key storage at the cost of compromising secrecy.

Another scenario which we would like to consider is how to manage the storage of a key which needs to be accessible to groups of users rather than individuals. For example a company using a digital signature scheme might want it to be impossible for any single employee to be able to sign a company document, but for various groups of people to be able to do this.

One of the first to consider this problem was Shamir in 1979 who proposed an extremely elegant solution which we describe below.
We formalise the problem as follows. There is a secret number $K$ (this could represent a key or some other digital secret) and we wish to store it both reliably and securely. To achieve this we form ‘secret shares’ $K_1, K_2, \ldots, K_m$ such that

1. knowledge of any $n$ of the secret shares makes $K$ easily computable;
2. knowledge of $n - 1$ or fewer secret shares leaves $K$ completely undetermined.

This is called an $(n, m)$-threshold scheme.

Before we present Shamir’s implementation of such a threshold scheme we examine how such a scheme could be used to solve the two problems described above.

If Alice has a private key she wishes to keep secret yet also wishes to store reliably she could use a $(n, 2n - 1)$-threshold scheme. She forms the $2n - 1$ secret shares and stores each in a different secure location. This is extremely reliable since as long as Alice does not lose more than half of the secret shares she can recover her secret key. It is also secure since an adversary would need to steal more than half of the secret shares to be able to discover Alice’s secret key.

A company wishing to allow only groups of employees to sign documents simply needs to decide how large the groups should be. For example if it was decided that any two employees should be able to sign then a $(2, m)$-threshold scheme would be fine. Simply distribute a single secret share to each employee. Then any two employees can recover $K$ using their secret shares and hence sign. Moreover, if certain highly trusted employees are required to be able to sign individually then they would simply be given two secret shares each instead of one.

### 9.6 Shamir’s secret sharing scheme

Shamir’s scheme is based on polynomial interpolation and relies on the fact that given $n$ points $(x_1, y_1), \ldots, (x_n, y_n)$ with the $x_i$ distinct, there is exactly one polynomial $q(x)$ of degree $n - 1$ such that $q(x_i) = y_i$ for $1 \leq i \leq n$.

We assume that first of all the secret $K$ is known only to a ‘dealer’ whose job it is to create and distribute the secret shares $K_1, K_2, \ldots, K_m$.

Let $p$ be a prime larger than $m$ and $K$. To obtain the ‘secret shares’ the dealer chooses independent random coefficients $a_1, a_2, \ldots, a_{n-1} \in R \mathbb{Z}_p^*$ and forms the polynomial

$$q(x) = a_{n-1}x^{n-1} + \cdots + a_2x^2 + a_1x + K \mod p$$
The dealer then distributes to the \( m \) people the ‘secret shares’ \( q(1), \ldots, q(m) \), where all calculations are performed mod \( p \). So the secret share \( K_i \) is given by \( K_i = q(i) \mod p \) and this is known only to person \( i \).

If an entity (possibly Alice or a group of company employees) knows the values of \( n \) secret shares together with their corresponding indices, say, 

\[
(K_{b_1}, b_1), (K_{b_2}, b_2) \ldots (K_{b_n}, b_n),
\]

then they can find the coefficients of \( q(x) \) using Lagrange interpolation. They can then recover \( K \) by evaluating \( q(0) = K \).

To be precise they use the following formulae for interpolation

\[
q(x) = \sum_{j=1}^{n} q_j(x), \quad q_j(x) = K_{b_j} \prod_{k \neq j} \left( \frac{x - b_k}{b_j - b_k} \right).
\]

Now suppose an adversary (Eve or a corrupt small group of employees) has gained access to \( n-1 \) or fewer of the secret shares can they calculate \( K \)? No. Given any \( n-1 \) secret shares the value of \( K \) is equally likely to be any number in \( \mathbb{Z}_p^* \).

For each possible value of the secret \( \hat{K} \) (together with the \( n-1 \) secret shares \( K_{b_1}, \ldots, K_{b_{n-1}} \)) there is exactly one polynomial \( \hat{q}(x) \) of degree \( n-1 \) satisfying

\[
\hat{q}(0) = \hat{K} \quad \text{and} \quad \hat{q}(b_i) = K_{b_i}, \quad \text{for } i = 1, \ldots, n-1.
\]

However, since the coefficients of \( q(x) \) were random these polynomials are all equally likely and so our adversary is forced to conclude that all possible values of the secret \( K \) are equally likely given the information they possess. Hence the true value of the secret \( K \) remains completely undetermined.

Shamir noted that this scheme also has the following useful properties.

(1) The size of each secret share is not too large, it is simply a pair of integers from \( \mathbb{Z}_p^* \).

(2) Pieces can be dynamically added as required, simply calculate a new secret share \( K_{n+1} = q(n+1) \).

(3) The secret shares can be changed without altering the secret \( K \). The dealer simply chooses a new random polynomial with the same constant term \( K \). Changing the polynomial frequently adds to the security of the scheme since any adversary who has gathered some secret shares generated with one polynomial will have to start this process again each time the polynomial is changed.

(4) If different numbers of secret shares are given to different people one can build a hierarchical scheme in which the ‘importance’ of the individuals determines how many of them need to collaborate to recover \( K \). For
instance Shamir gives the example of a \((3, n)\)-threshold scheme in which ordinary company executives have a single secret share each, the vice-presidents have two each and the president has three. In this setup \(K\) can be recovered by either any three executives, or any two executives one of whom is a vice-president or the president alone.

## Problems

### 9.1

The following describes a generalisation of the key distribution scheme with secure channels of Section 9.2.

Suppose Trent used the following polynomial

\[
f(x, y) = \sum_{i=1}^{k} \sum_{j=1}^{k} a_{ij} x^i y^j
\]

and

\[
g_i(x) = f(x, z_i) \mod p.
\]

(a) Show that if \(a_{ij} = a_{ji}\) then any pair of users \(U_i\) and \(U_j\) can communicate securely using

\[
K_{ij} = g_i(z_j) = g_j(z_i) \mod p.
\]

(b) Show that any \(k + 1\) users can determine all the keys.

(c) Show that this system is secure against attacks by any group of \(k\) users.

### 9.2

Suppose Alice, Bob and Carol wish to agree a common secret key using an adapted version of the Diffie–Hellman key establishment protocol. If they wish to share a common key \(K = g^{abc} \mod p\), where \(a\) was chosen by Alice, \(b\) was chosen by Bob and \(c\) was chosen by Carol, show that they can do this using six separate communications.

### 9.3

**Burmester–Desmedt conference keying.** Consider the following generalisation of Diffie–Hellman for establishing a common key between a group of \(t \geq 2\) users.

1. **Setup.** Trent announces a large prime \(p\) and primitive root \(g \mod p\).

2. **Key generation.** A group of \(t\) users \(U_0, \ldots, U_{t-1}\) wish to form a common key.

   (i) Each \(U_i\) chooses random \(1 \leq r_i \leq p - 2\) and sends \(y_i = g^{r_i} \mod p\) to all of the \(t - 1\) other users.

   (ii) Each \(U_i\) computes \(z_i = (y_{i+1} y_{i-1}^{-1})^{r_i} \mod p\) and sends this to all of the \(t - 1\) other users.
(iii) Each $U_i$ then computes

$$K_i = y_i^{r_i} z_i^{t-1} z_{i+1}^{t-2} \cdots z_{i+t-3}^2 z_{i+t-2} \mod p,$$

where the indices are understood mod $t$.

(a) Show that at the end of this protocol the $t$ users all share a common key which you should find.

(b) Show that for a passive adversary to obtain this common key from the communications is as hard as solving the Diffie–Hellman problem.

9.4\(^a\) Let $0 < \epsilon < 1$ and $A$ be a polynomial time algorithm that on input $(p, g, y)$ with $p$ prime, $g$ a primitive root mod $p$ and $y \in \{1, 2, \ldots, \lceil \epsilon (p - 1) \rceil \}$ outputs $d\log(p, g, y)$. Show that if Alice and Bob use the Diffie–Hellman key establishment procedure with publicly known prime $p$ and primitive root $g$ then an adversary armed with algorithm $A$ has a probabilistic algorithm for obtaining their common key with polynomial expected running time.

9.5 Prove that if Alice and Bob use the Diffie–Hellman key establishment protocol and choose their private keys $x_A$ and $x_B$ independently and uniformly at random from $\mathbb{Z}_p^*$ then the resulting key $K_{AB}$ is uniformly distributed in $\mathbb{Z}_p^*$.

9.6\(^a\) Alice and Bob agree to use a safe prime $p = 2q + 1$ in the Diffie–Hellman protocol, together with primitive root $g$. Suppose that Alice sends $y_A = g^{x_A} \mod p$ to Bob and Bob sends $y_B = g^{x_B} \mod p$ to Alice. Show that if Mallory replaces $y_A$ by $y_A^q$ and $y_B$ by $y_B^q$ then he knows that the common key $K_{AB}$ will be one of $\pm 1$.

How many possible values would there be for $K_{AB}$ if $p = rq + 1$, where $r > 2$ is an integer?

9.7\(^h\) Alice and Bob use the Diffie–Hellman protocol. Show that Eve can easily decide whether their common key $K_{AB}$ is a quadratic residue mod $p$, given $y_A, y_B, p$ and $g$.

9.8\(^h\) Prove that the language defined below belongs to NP.

**PRIMITIVE**

Input: prime $p$ and integer $t$.

Question: is there a primitive root $g$ mod $p$ satisfying $g \leq t$?

9.9\(^h\) For any prime $p$ there are $\phi(p - 1)$ primitive roots mod $p$. Also for any integer $n \geq 5$ we have

$$\phi(n) > \frac{n}{6 \ln \ln n}.$$
Use these facts to show that there is a probabilistic algorithm with polynomial expected running time which when given a prime $p$ together with the prime factorisation of $p - 1$ finds a primitive root mod $p$.

Shamir’s three pass protocol. Shamir suggested the following scheme for secure communication which requires neither a shared secret key nor a public key.

First choose a symmetric cryptosystem that is commutative in the following sense. If Alice and Bob’s encryption functions are $e_A(\cdot)$ and $e_B(\cdot)$ respectively then for any message $M$ we have $e_A(e_B(M)) = e_B(e_A(M))$.

(a) If Alice wishes to send a message $M$ to Bob she encrypts it as $C = e_A(M)$.
(b) Bob then encrypts $C$ and returns $e_B(C)$ to Alice.
(c) Alice then decrypts this as $d_A(e_B(C)) = d_A(e_B(e_A(M))) = d_A(e_A(e_B(M))) = e_B(M)$
and returns this to Bob.
(d) Finally Bob decrypts this as $M = d_B(e_B(M))$.

Consider some of the symmetric cryptosystems we saw in Chapter 5 and decide, first, whether they commute and, second, whether they would be secure if used in this way. In particular would it be secure to use the one-time pad in this scheme?

Further notes

There is now a huge literature on key distribution and key management. Blom (1984) appears to have been the initiator of the idea of reducing the required number of secure channels while providing security against a fixed size coalition. Other schemes are given in Matsumoto and Imai (1987) and Gong and Wheeler (1990). A very readable account of this theory can be found in Blundo, De-Santis, Herzberg, Kutten, Vaccaro and Yung (1993), which also contains the scheme presented in the text.

The Diffie–Hellman protocol, announced publicly in 1976, was the first practical solution to the key distribution problem. However, the underlying idea had been proposed earlier (in 1969) by James Ellis of GCHQ and a practical implementation in almost exactly the same format as the Diffie–Hellman protocol was discovered previously by Malcolm Williamson (also of GCHQ) in 1974 as reported by Ellis in his history of non-secret encryption published in (1997). (See also Williamson (1974, 1976).)
It should also be mentioned that in 1974 Merkle discovered a key agreement scheme which used the same abstract idea but a different implementation (based on puzzles). This system was submitted for publication in 1975 but did not appear until 1978: see Merkle (1978).

The Burmester–Desmedt conference keying protocol, generalising the Diffie–Hellman protocol to more than two parties (see Problem 9.3) appears in Burmester and Desmedt (1995).

The idea of using threshold schemes for secret sharing was independently proposed by Blakley (1979) and Shamir (1979). Blakley’s proposal was different from Shamir’s; it was based on subsets of vector spaces and has led to some interesting questions in matroid theory. See for example Seymour (1992) and Blakley and Kabatyanskii (1997).

The attack on Diffie–Hellman raised in Problem 9.6 is described in van Oorschot and Wiener (1996) which also contains an interesting treatment of computing discrete logarithms, particularly when the exponent is known to be short.
10
Secure encryption

10.1 Introduction

We have seen two possible methods for secure encryption so far, but both had serious problems.

The one-time pad in Chapter 5 offered the incredibly strong guarantee of perfect secrecy: the cryptogram reveals no new information about the message. The drawback was that it required a secret shared random key that is as long as the message. This really presents two distinct problems: first the users need to generate a large number of independent random bits to form the pad and, second, they need to share these bits securely.

The public key systems built on families of trapdoor functions in Chapter 7 provided an ingenious solution to the problem of sharing a secret key. They also offered a reasonable level of security under various plausible intractability assumptions. However, this security was framed in terms of the difficulty Eve would face in recovering a message from a cryptogram. This is significantly weaker than perfect secrecy. It is extremely easy for Eve to gain some information about the message from the cryptogram in a system such as RSA. For instance if the same message is sent twice then Eve can spot this immediately.

All this leaves us with two major problems which we will consider in this chapter.

(1) If we wish to use a one-time pad how do we generate enough independent random bits for the key?
(2) If we wish to use a public key system can we build one that offers a level of security comparable to that of the one-time pad?

The best current solution to both of these problems has a common basis: secure pseudorandom generators.
10.2 Pseudorandom generators

Anyone who considers arithmetical methods of producing random digits is, of course, in a state of sin

*John von Neumann (1951)*

Informally a pseudorandom generator is a deterministic algorithm that takes a random string and ‘stretches’ it to produce a longer string that is ‘as good as random’. Before we can hope to formally define a secure pseudorandom generator we need to decide what we mean when we say that a string is random.

Mathematicians have no problem with this. A random string of length $k$ is simply the outcome of $k$ independent coin tosses with an unbiased coin.

Reality is more complicated. Where do we find a truly unbiased coin? How can we tell when we have found one? How can we be sure that our coin tosses are actually independent?

One approach to the randomness of a string is that of Kolmogorov–Chaitin complexity. This is based on the idea that a string is random if any algorithm to produce the string is essentially as long as the string itself. Put another way: the shortest explanation for the string is the string itself. Unfortunately this is completely useless for practical purposes. (In general it is impossible to compute the Kolmogorov–Chaitin complexity of a string.)

We will consider randomness in a completely different way. Rather than randomness being an essential property of a string itself we will start from the idea that ‘randomness is in the eye of the beholder’.

While a string is Kolmogorov–Chaitin-random if no short explanation of the string *exists* we will call a string *pseudorandom* if no adversary can efficiently *distinguish* it from a truly random string. So the pseudorandomness of a string depends on the computational power of our adversary.

Having decided, at least informally, what we require of a pseudorandom string we turn to the problems that computers face in generating such strings.

Modern computers are (at least in theory) completely deterministic. So for a computer to produce random bits it will require external input from the environment. Extracting truly random bits from the environment is a difficult task. Ignoring possible philosophical objections, we could extract random bits by measuring the time taken by a radioactive source to decay. More practically we could use the least significant digit of the time taken by a user between keystrokes on the keyboard (measured in a suitably precise manner that makes predicting this value impossible).

Most people would be happy to generate a small number of random bits by these methods, but are they truly random? There is no answer to this question.
10.2 Pseudorandom generators

However, we could argue that bits generated in this manner are as good as random, in that an adversary would be unable to predict the next bit given the previously generated bits.

Assuming for now that we can obtain a small quantity of truly random bits from the environment we are still faced with the problem that obtaining a large number of independent random bits will be difficult. (If you want a million random bits are you actually willing to sit at your keyboard hitting ‘random’ keys all day?) A pseudorandom generator is a possible solution to this problem.

Suppose we could find a deterministic algorithm that takes a short string of random bits and produces a longer string that has the property that no adversary can hope to predict the next bit in the string from the previous bits. This would give a source of pseudorandom bits that is effectively random, in the sense that an adversary who attempts to guess the next bit finds this task as difficult as if the string were truly random.

A bit generator \( G \) is defined to be a deterministic polynomial time algorithm that takes a string \( x \in \{0, 1\}^k \) and produces a longer string \( G(x) \) of polynomial length \( l(k) > k \).

For a bit generator \( G \) to be a pseudorandom generator we need the string \( G(x) \) to be unpredictable whenever the input string \( x \) is random. We note that even if a string is truly random an adversary will still have a 50% chance of correctly predicting the next bit in the string by simply tossing a coin. So for a string to be pseudorandom we need it to be impossible for an adversary to do significantly better than this.

Formally, our adversary will be known as a predictor. A predictor is a probabilistic polynomial time algorithm \( P \) that attempts to predict the next bit of a bit generator \( G(x) \) given its initial bits. Any good pseudorandom generator should be unpredictable and so we define a next-bit test that any predictor must fail almost half of the time. (Recall that \( l(k) > k \) is the length of the output string \( G(x) \) on input \( x \) of length \( k \).

**The next-bit test**

Select random \( x \in_R \{0, 1\}^k \) and compute \( G(x) = y_1 y_2 \cdots y_{l(k)} \).

Give the predictor \( P \) the input \( 1^k \).

\( i \leftarrow 1 \)

while \( i \leq l(k) \)

\( P \) either asks for the next bit, \( y_i \), or outputs a guess \( b \)

if \( P \) outputs a guess then

the test ends and \( P \) passes the test iff \( b = y_i \).

else
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\[ P \text{ is given the next bit } y_i \]
\[ i \leftarrow i + 1. \]
end-while

\( P \text{ fails since it has not made a guess.} \)

We say that a bit generator \( G \) is a pseudorandom generator iff for any predictor \( P \) the probability that \( P \) passes the next-bit test is at most negligibly greater than \( \frac{1}{2} \). That is for \( x \in_R \{0, 1\}^k \)

\[ \Pr[P \text{ passes the next-bit test on input } 1^k] \leq \frac{1}{2} + \text{neg}(k). \]

(Recall that a function is negligible iff it is eventually smaller than the inverse of any positive polynomial.)

So a pseudorandom generator produces bits that are essentially unpredictable for any reasonable adversary. This definition is perhaps not as strong as we would like. A pseudorandom generator should have the property that the bits it produces are indistinguishable from those produced by a truly random source.

In order to distinguish randomness from non-randomness we need to use a statistical test. An example of such a test might be to check that approximately a half of the bits in a given string are zero.

It is easy to come up with a long list of possible statistical tests which we could use to check a bit generator for pseudorandomness, but we can never be sure that out list is exhaustive. If we base the ‘randomness’ of our pseudorandom generator on a predetermined list of tests we run the risk that an adversary may develop a new test which can somehow distinguish the output of our pseudorandom generator from a random source. This would be problematic so we demand that a pseudorandom generator should be able to pass any reasonable statistical test. To do this we need to define what we mean by a statistical test.

A statistical test is a probabilistic polynomial time algorithm \( T \) which when given an input string outputs either 0 or 1.

A bit generator \( G \), which outputs a string of length \( l(k) \) when given a string of length \( k \), is said to pass a statistical test \( T \) if the output of \( T \) given \( G(x) \), with \( x \in_R \{0, 1\}^k \), is indistinguishable from the output of \( T \) given a truly random string \( y \in_R \{0, 1\}^{l(k)} \). Formally we say that \( G \) passes the test \( T \) iff for \( x \in_R \{0, 1\}^k \) and \( y \in_R \{0, 1\}^{l(k)} \) we have

\[ |\Pr[T(G(x)) = 1] - \Pr[T(y) = 1]| \leq \text{neg}(k). \]

This definition needs a little time to sink in but is intuitively obvious. It simply says that the probability that the test \( T \) gives a particular answer is essentially the same whether \( T \) is presented with a pseudorandom string \( G(x) \) or a truly random string \( y \) of the same length.
We would like a pseudorandom generator to be able to pass any statistical test. In fact it does, due to the following important result of Yao (1982). As with many of the proofs of results in this chapter this proof is too difficult to include at this level. We refer the reader to the original (or to Goldreich (2001)).

**Theorem 10.1** A bit generator $G$ is a pseudorandom generator iff it passes all statistical tests.

So how does one build a pseudorandom generator? We will see in Section 10.4 that one-way functions play an important role here.

**Exercise 10.1** Suppose that $G_1$ and $G_2$ are pseudorandom generators which both output strings of length $l(k)$, when given an input of length $k$. Decide whether the following bit generators are also pseudorandom generators.

If you believe they are provide a proof.

(i) $G_1 \oplus G_2$.

(ii) $\overline{G_1}$, the Boolean complement of $G_1$. (That is if $G_1$ outputs a 1 then $\overline{G_1}$ outputs a 0 and vice-versa.)

---

### 10.3 Hard and easy bits of one-way functions

Suppose Alice and Bob use a public key cryptosystem based on a family of trapdoor functions. Although decrypting is difficult for Eve we have already noted that she may be able to gain valuable information about the message from the cryptogram. For example, she may be able to decide whether the message starts with a 0 or 1. But surely if a function is one-way then ‘most’ of the information about the message should be hard for Eve to compute.

We now try to formalise the idea that a particular piece of information related to the message is difficult for Eve to obtain from the cryptogram.

A *predicate* is a yes/no question. In other words it is a function $B : \{0, 1\}^* \rightarrow \{0, 1\}$.

Informally a hard-core predicate of a one-way function $f$ is a predicate that is difficult to compute given only $f(x)$ but easy to compute given $x$. If $f$ is an encryption function then this corresponds to a question that Eve cannot answer, given only the cryptogram, but that anyone can answer, given the message.

Since a predicate has only two possible values Eve always has a 50% chance of correctly guessing $B(x)$ (even without knowing anything about $B$, $x$ or $f(x)$). She simply needs to toss a coin. So to say that a predicate is difficult to compute means that it is infeasible for her to do significantly better than this.
Formally a predicate $B : \{0, 1\}^* \rightarrow \{0, 1\}$ is a **hard-core predicate** of a function $f : \{0, 1\}^* \rightarrow \{0, 1\}^*$ iff

1. there is a probabilistic polynomial time algorithm for computing $B(x)$ given $x$.
2. For any probabilistic polynomial time algorithm $A$ and $x \in_R \{0, 1\}^k$

   \[ \Pr[A(f(x)) = B(x)] \leq \frac{1}{2} + \text{neg}(k). \]

One obvious property of a hard-core predicate is that it is essentially unbiased: on a random input it is almost equally likely to be 0 or 1. More precisely we have the following result.

**Lemma 10.2** If $B : \{0, 1\}^* \rightarrow \{0, 1\}$ is a hard-core predicate of a function $f : \{0, 1\}^* \rightarrow \{0, 1\}^*$ then for $x \in_R \{0, 1\}^k$

\[ |\Pr[B(x) = 0] - \Pr[B(x) = 1]| \leq \text{neg}(k). \]

**Proof:** Suppose this does not hold. Then without loss of generality we may suppose there is a positive polynomial $q(\cdot)$ such that for infinitely many $k$ and $x \in_R \{0, 1\}^k$

\[ \Pr[B(x) = 0] - \Pr[B(x) = 1] \geq \frac{1}{q(k)}. \]

Now

\[ \Pr[B(x) = 0] + \Pr[B(x) = 1] = 1 \]

implies that

\[ \Pr[B(x) = 0] \geq \frac{1}{2} + \frac{1}{2q(k)}. \]

Hence the polynomial time algorithm $A$ that on input $f(x)$ always outputs 0 satisfies

\[ \Pr[A(f(x)) = B(x)] \geq \frac{1}{2} + \frac{1}{2q(k)}, \]

for infinitely many $k$, contradicting the fact that $B(x)$ is a hard-core predicate.

\[ \square \]

Hence a hard-core predicate is a function that is hard to compute and outputs an essentially unbiased single bit. In our search for a pseudorandom generator this looks quite promising!
So what about some of the one-way functions we have seen, do they have any obvious hard-core predicates? For example recall the function $dexp$. Under the Discrete Logarithm Assumption this is a one-way function.

Let $p$ be a prime, $g$ be a primitive root mod $p$ and $x \in \mathbb{Z}_p^*$, then

$$dexp(p, g, x) = (p, g, g^x \mod p).$$

Two obvious predicates to consider are the least and most significant bits of $x$. We define two corresponding functions.

$$\text{least}(x) = \begin{cases} 0, & \text{if } x \text{ is even,} \\ 1, & \text{otherwise.} \end{cases}$$

$$\text{most}(x) = \begin{cases} 0, & \text{if } x < (p - 1)/2, \\ 1, & \text{otherwise.} \end{cases}$$

Our next result tells us that computing the least significant bit of $x$, given $dexp(p, g, x)$, is easy. While, under the Discrete Logarithm Assumption, computing the most significant bit of $x$, given $dexp(p, g, x)$, is hard.

**Theorem 10.3**

(i) Given $dexp(p, g, x)$ we can compute $\text{least}(x)$ in polynomial time.

(ii) Under the Discrete Logarithm Assumption $\text{most}(x)$ is a hard-core predicate of $dexp(p, g, x)$.

To prove this we need a little more number theory. First recall that $b \in \mathbb{Z}_n^*$ is a quadratic residue mod $n$ iff there is $x \in \mathbb{Z}_n^*$ such that

$$b = x^2 \mod n.$$ 

We denote the set of quadratic residues modulo $n$ by

$$Q_n = \{b \in \mathbb{Z}_n^* \mid b = x^2 \mod n\}.$$ 

We will need Euler’s Criterion (see Appendix 3, Theorem A3.13) which gives a simple test to decide whether $b \in Q_p$, when $p$ is prime. It reduces this problem to the easy task of exponentiation mod $p$. We also require the following lemma which tells us that computing square roots mod $p$ is easy.

**Lemma 10.4** If $p$ is a prime and $b \in Q_p$ then there is a probabilistic polynomial time algorithm for computing the two square roots of $b$ mod $p$.

**Proof:** There is only one even prime and the result holds trivially in that case. For odd primes there are two cases to consider.
First suppose that $p = 4m + 3$. Then the two square roots of $b$ are
\[ \pm b^{m+1} \mod p \] since by Euler’s Criterion $b^{(p-1)/2} = 1 \mod p$ so
\[ (\pm b^{m+1})^2 = b^{2m+2} = b^{(p+1)/2} = b^{(p-1)/2+1} = b \mod p. \]
Thus if $p = 4m + 3$ there is a polynomial time algorithm. The other case, when $p = 4m + 1$, is more difficult and we omit the proof. It is a special case of the probabilistic algorithm of Berlekamp (1970) for factoring a polynomial mod $p$, reduced to the quadratic $x^2 - b$. (See Chapter 4 Further Notes.) \qed

We now turn to a proof of Theorem 10.3.

**Proof of Theorem 10.3:** To prove (i) we claim that the following is a polynomial time algorithm for computing $\text{least}(x)$ given $\text{dexp}(p, g, x)$.

**Algorithm LEAST:**

**Input:** $(p, g, b)$, $p$ a prime, $g$ a primitive root mod $p$ and $b = g^x \in \mathbb{Z}_p^*$.

$c \leftarrow b^{(p-1)/2} \mod p$.

If $c = 1$ then output 0 else output 1.

We need to show that $c = 1$ if and only if $\text{least}(x) = 0$.

If $\text{least}(x) = 0$ then $x = 2k$ and so $b = g^x = (g^k)^2 \mod p$ is a quadratic residue mod $p$. Hence, by Euler’s Criterion, $c = 1$.

Conversely, if $c = 1$ then, by Euler’s Criterion, $b = g^x$ is a quadratic residue mod $p$. Thus $g^x = g^{2y} \mod p$ for some $0 \leq y < p - 1$. Then, since $g$ is a primitive root, $x = 2y \mod p - 1$ and so $\text{least}(x) = 0$.

Hence the algorithm LEAST correctly computes $\text{least}(x)$ when given $\text{dexp}(p, g, x)$.

Since exponentiation mod $p$ can be performed in polynomial time this completes the proof of (i).

We do not prove (ii) in full. Instead we prove the weaker result that if there is a polynomial time algorithm $\text{MOST}$ for computing $\text{most}(x)$ given $\text{dexp}(p, g, x)$ then the Discrete Logarithm Assumption cannot hold. (The full proof must also deal with the case that the algorithm $\text{MOST}$ does not always succeed in computing $\text{most}(x)$ but instead succeeds with probability significantly greater than $1/2$. We refer the reader to Blum and Micali (1984).)

To prove this we need to use $\text{MOST}$ to construct an efficient algorithm $D$ for solving the discrete logarithm problem, thus violating the Discrete Logarithm Assumption.

The algorithm $D$ works as follows. Given $(p, g, b)$, where $b = g^x \mod p$, first use algorithm LEAST described above to find the least significant bit of $x$. If this is 1 then divide $b$ by $g$. So $b$ is now an even power of $g$ and so has two square roots modulo $p$. We then use the polynomial time algorithm
given by Lemma 10.4 to find these two square roots of \( b \) modulo \( p \): \( r_1 \) and \( r_2 \). One of these is \( g^{x/2} \) the other is \( g^{x/2 + (p-1)/2} \). Now \( \text{MOST} \) can distinguish between these two roots since the most significant bits of their exponents are 0 and 1 respectively. We want the root \( g^{x/2} \). We then start the process again with \( b = g^{x/2} \). In this way we recover \( x \), a single bit at a time, halting once we reach \( b = 1 \). Hence we can compute \( \text{dlog}(p, g, b) \).

Formally the algorithm \( D \) works as follows.

**Algorithm \( D \):**

Input: \((p, g, b)\), \( p \) a prime, \( g \) a primitive root mod \( p \) and \( b = g^x \in \mathbb{Z}_p^* \).

\[ i \leftarrow 0, \quad x_0 \leftarrow 0 \]

while \( b \neq 1 \)

\[ c \leftarrow \text{LEAST}(p, g, b) \]

if \( c = 1 \) then \( b \leftarrow b g^{-1} \) and \( x_i \leftarrow 1 \)
else \( x_i \leftarrow 0 \).

\[ r_1, r_2 \leftarrow \sqrt{b} \mod p \]

if \( \text{MOST}(p, g, r_1) = 0 \) then \( b \leftarrow r_1 \)
else \( b \leftarrow r_2 \)

\[ i \leftarrow i + 1 \]

end-while

output \( x \leftarrow x_i \cdots x_1 x_0 \). 

Assuming that \( \text{MOST} \) is polynomial time computable, this is a polynomial time algorithm for computing \( \text{dlog}(p, g, b) \) (since \( \text{LEAST} \) is polynomial time and finding square roots mod \( p \) can be achieved in probabilistic polynomial time by Lemma 10.4).

Hence if \( \text{most}(x) \) is polynomial time computable then the Discrete Logarithm Assumption cannot hold.

A similar result holds for the least significant bit of a message encrypted using RSA.

**Theorem 10.5** Under the RSA assumption, the least significant bit of the message is a hard-core predicate of RSA encryption.

The proof of this is not too difficult, we give a breakdown of it in Problem 10.9.

### 10.4 Pseudorandom generators from hard-core predicates

So far we seem to have strayed rather far from pseudorandom generators but in fact we have almost just produced one.
The Blum–Micali generator uses the hard-core predicate $\text{most}(x)$ of $\text{dexp}(p, g, x)$ to produce a pseudorandom string of polynomial length $l(k)$ from a random string $x$ of length $k$. It works as follows.

Choose a random $k$-bit prime $p$ and primitive root $g \mod p$.

Choose $x \in_R \mathbb{Z}_p^*$.

Let $x_1 = x$ and $x_i = g^{x_{i-1}} \mod p$, for $i = 2$ to $l(k)$.

Let $b_i = \text{most}(x_i)$.

Output the sequence $b_{l(k)}, b_{l(k)-1}, \ldots, b_2, b_1$.

**Theorem 10.6** Under the Discrete Logarithm Assumption the Blum–Micali generator is a pseudorandom generator.

**Proof:** For the full proof see the original paper of Blum and Micali (1984), we provide a basic sketch.

If the Blum–Micali-generator is not a pseudorandom generator then there is a predictor $P$ that has probability significantly greater than $1/2$ of passing the next-bit test. This means that $P$ can predict one of the Blum–Micali-generator’s output bits, given the previous bits.

We need to show how to use $P$ to give an algorithm for guessing $\text{most}(x)$ from $g^x \mod p$, with success probability significantly greater than $1/2$. This would contradict Theorem 10.3 (ii), that $\text{most}(x)$ is a hard-core predicate of $\text{dexp}(p, g, x)$ under the Discrete Logarithm Assumption.

We start with an input $x_2 = g^{x_1} \mod p$, where $x_1 \in_R \mathbb{Z}_p^*$ is unknown. We want to use $P$ to calculate $\text{most}(x_1)$. We do this as follows. Let $n = l(k)$. First we compute $x_3, \ldots, x_n$, where $x_i = g^{x_{i-1}} \mod p$, so we have $x_2, \ldots, x_n$. We then set $b_i = \text{most}(x_i)$, for $i = 2, \ldots, n$. The bit we wish to find is $b_1 = \text{most}(x_1)$.

We present the predictor $P$ with the bits $b_n, b_{n-1}, \ldots, b_2$ in turn, and hope that it will correctly predict $b_1$.

The main problem we face is that we do not know which of the $n$ bits $P$ will try to guess as we give it the bits $b_n, b_{n-1}, \ldots, b_2$. As we want to find most($x_1$) we would like $P$ to guess the $n$th bit of this sequence, since this is $b_1 = \text{most}(x_1)$, but $P$ may choose to guess another bit instead.

To get around this problem we choose random $1 \leq i \leq n$ and then give $P$ the sequence $b_i, b_{i-1}, \ldots, b_2$ instead of $b_n, \ldots, b_2$. (Note that if $i = 1$ we do not give any bits to $P$ at all.)

Now, since $x_1$ was chosen uniformly at random from $\mathbb{Z}_p^*$ and the function $\text{dlog}$ is a bijection, the bits we give to the predictor are identically distributed to the original output bits: $b_n, b_{n-1}, \ldots, b_2$. (Since the bits we use are those that would have occurred had we started with $\text{dlog}^{n-i}(p, g, x_1)$ instead of $x_1$.)
If \( P \) chooses to guess the \( i \)th bit of the sequence we give it then it is in fact guessing the value of \( b_1 = \text{most}(x_1) \) as required. Moreover since \( P \) passes the next-bit test then in this case it will have a reasonable chance of guessing \( \text{most}(x_1) \) correctly.

If \( P \) instead guesses some other bit in the sequence, say the \( j \)th where \( j < i \), then we simply ignore \( P \) and toss a coin to try to guess \( \text{most}(x_1) \). Similarly if \( P \) does not guess by the time we have given it all \( i - 1 \) bits \( b_1, \ldots, b_2 \) then we simply toss a coin. In both of these cases we will succeed with probability 1/2. So what is our overall probability of success?

Suppose \( P \) has success probability \( 1/2 + \epsilon \), when it guesses a bit. With probability \( 1/n \), \( P \) chooses to guess the \( i \)th bit of the sequence (since we chose \( i \) at random). Hence we have a guessing algorithm for \( \text{most}(x_1) \) satisfying

\[
\Pr[\text{Guess } \text{most}(x_1) \text{ correctly}] \geq \frac{1}{2} \left( 1 - \frac{1}{n} \right) + \left( \frac{1}{2} + \epsilon \right) \frac{1}{n} = \frac{1}{2} + \frac{\epsilon}{n}.
\]

By assumption \( \epsilon \) is not negligible so neither is \( \epsilon/n \). But this implies that \( \text{most}(x) \) is not a hard-core predicate of \( \text{dexp}(p, g, x) \), contradicting Theorem 10.3 (ii).

There is a slight problem with the Blum–Micali generator as it stands. Namely it outputs bits in reverse order so the user needs to decide how many bits are wanted before he or she starts. In fact we can easily fix this, by reversing the order that it outputs bits.

**Proposition 10.7** If \( G \) is a pseudorandom generator and \( \leftarrow \) is the bit generator that takes the output of \( G \) and outputs these bits in reverse order then \( \leftarrow \) is also a pseudorandom generator.

**Proof:** We use the fact that any pseudorandom generator passes all statistical tests (see Theorem 10.1).

If \( \leftarrow \) is not a pseudorandom generator then it must fail a statistical test \( T \). Form the test \( \leftarrow \) that first reverses the input string it is given and then mimics \( T \). This is a statistical test that \( G \) will fail hence \( G \) is not a pseudorandom generator. This contradiction proves the result.

So far we have seen that if the Discrete Logarithm Assumption holds then \( \text{dexp} \) is a one-way function with hard-core predicate \( \text{most}(x) \). Moreover, using this hard-core predicate we constructed a pseudorandom generator. But what if someone discovered how to compute discrete logarithms efficiently. Would that be the end of pseudorandom generators?
In fact Yao (1982) proved that the existence of any one-way function implies the existence of a one-way function with a hard-core predicate. A simpler construction was given by Goldreich and Levin (1989).

**Theorem 10.8** If $f$ is a one-way function and $g(x, r) = (f(x), r)$, where $|x| = |r| = k$, then

$$B(x, r) = \sum_{i=1}^{k} x_i r_i \mod 2,$$

is a hard-core predicate of the one-way function $g$.

Thus if we know of any one-way function then we can construct a one-way function with a hard-core predicate.

We saw, with the Blum–Micali generator, a way to construct a pseudorandom generator given a particular hard-core predicate, namely the most significant bit of $\exp$. But given any one-way function can we construct a pseudorandom generator? In fact the rather surprising answer to this question is yes. However, a proof of this is well beyond the scope of this book. We instead consider a weaker result.

We say that $f : \{0, 1\}^* \rightarrow \{0, 1\}^*$ is **length preserving** iff $|f(x)| = |x|$ for every $x \in \{0, 1\}^*$. We call $f : \{0, 1\}^* \rightarrow \{0, 1\}^*$ a **permutation** iff every $x \in \{0, 1\}^*$ has a unique preimage under $f$.

**Theorem 10.9** Let $f : \{0, 1\}^* \rightarrow \{0, 1\}^*$ be a one-way, length preserving permutation with hard-core predicate $B : \{0, 1\}^* \rightarrow \{0, 1\}$ then

$$G : \{0, 1\}^k \rightarrow \{0, 1\}^{k+1}, \quad G(x) = (f(x), B(x)),$$

is a pseudorandom generator.

**Proof:** The basic idea is as follows. If $x \in_R \{0, 1\}^k$ then, since $f$ is a length preserving permutation, $f(x)$ will be uniformly distributed over $\{0, 1\}^k$. Thus if there is some statistical test $T$ that distinguishes $G(x) = (f(x), B(x))$ from a truly random string $z \in \{0, 1\}^{k+1}$ (such a test exists if $G$ is not a pseudorandom generator by Theorem 10.1) then this must tell us something about the bit $B(x)$. This will then allow us to construct a guessing algorithm for $B(x)$ which will have success probability significantly greater than $1/2$, contradicting the fact that $B(x)$ is a hard-core predicate of $f$.

More formally suppose there is a positive polynomial $q(\cdot)$ such that for infinitely many $k$

$$\Pr[T(G(x)) = 1] - \Pr[T(z) = 1] \geq \frac{1}{q(k)},$$
where \( x \in \{0, 1\}^k \) and \( z \in \{0, 1\}^{k+1} \). So \( T \) is more likely to output a 1 if given the input \( G(x) \) than if given a random input \( z \).

We can now use the test \( T \) to create a guessing algorithm \( A \) for \( B(x) \).

**Algorithm A.**

**Input:** \( f(x) \)

\( b \in \{0, 1\} \)

\( c \leftarrow T(f(x), b) \)

if \( c = 1 \) then output \( b \)

else output \( \overline{b} \).

It is now an exercise in conditional probabilities (see Problem 10.11) to show that

\[
\Pr[A(f(x)) = B(x) \mid x \in \{0, 1\}^k] \geq \frac{1}{2} + \frac{1}{q(k)}.
\]

Hence \( B(x) \) is not a hard-core predicate, a contradiction. \( \square \)

One might argue that the pseudorandom generator given in the previous theorem is not much good. All it does is extend a random string by a single bit. In fact with more work one can prove the existence of a pseudorandom generator that stretches a random string of length \( k \) to one of length \( l(k) > k \), for any fixed polynomial \( l \).

**Theorem 10.10** Let \( f : \{0, 1\}^* \to \{0, 1\}^* \) be a one-way length preserving permutation with hard-core predicate \( B : \{0, 1\}^* \to \{0, 1\} \). If \( l(\cdot) \) is a polynomial then

\[
G : \{0, 1\}^k \to \{0, 1\}^{l(k)}
\]

defined by

\[
G(x) = (B(x), B(f(x)), B(f^2(x)), \ldots, B(f^{l(k)-1}(x))),
\]

is a pseudorandom generator.

In the proof of Theorem 10.9 we used the fact that \( f \) was a permutation to argue that if \( x \) is uniformly distributed over \( \{0, 1\}^k \) then so is \( f(x) \). Proving that pseudorandom generators exist under the much weaker assumption that any one-way function exists, as was shown by Håstad, Impagliazzo, Levin and Luby (1999), is far more difficult.

**Theorem 10.11** One-way functions exist iff pseudorandom generators exist.

Let us now return to the problems that Alice and Bob faced when constructing a one-time pad. They can now do this safely so long as they have a pseudorandom generator \( G \) and can share a short secret random seed. They proceed as follows.
(1) *Setup.* Alice chooses a short random key $x \in_R \{0, 1\}^k$ and shares this secretly with Bob.

(2) *Encryption.* Alice encrypts an $m$-bit message $M = (M_1, \ldots, M_m)$ by generating the pseudorandom string

$$G(x) = (B_1, \ldots, B_m),$$

using $G$ and then forming the cryptogram $C = G(x) \oplus M$.

(3) *Decryption.* For Bob to decrypt he simply forms the same pseudorandom string $G(x)$ and recovers the message as $M = C \oplus G(x)$.

Of course this is not a true one-time pad since it consists of a pseudorandom string. However, if Eve were able to gain any significant information about the message from the cryptogram then $G$ could not be a pseudorandom generator.

So the existence of one-way functions implies the existence of pseudorandom generators and this in turn greatly simplifies the problems Alice and Bob face in constructing a secure one-time pad.

But what about secure public key encryption?

### 10.5 Probabilistic encryption

We now return to the problem of secure public key cryptography. We start by considering the following basic problem.

How can Alice use public key encryption to securely encrypt a single bit message $M \in \{0, 1\}$ that she wishes to send to Bob?

Clearly any deterministic public key system such as RSA will fail in this task since Eve can simply check whether the observed cryptogram $C$ satisfies $C = e(0)$ or $C = e(1)$ and so can easily distinguish between the two possible messages.

Alice and Bob need to use randomness in the encryption process, but how? Suppose Alice and Bob wish to use RSA, they can take advantage of the fact that it is as difficult to recover the least significant bit of a message encrypted using RSA as it is to recover the entire message (see Theorem 10.5). Formally the least significant bit is a hard-core predicate of RSA encryption, under the RSA assumption.

If Alice wishes to send a single bit $M \in \{0, 1\}$ then she first obtains Bob’s public RSA key $(n, e)$ and then chooses $x \in_R \mathbb{Z}_n^*$ with the property that the least significant bit of $x$ is $M$. She then encrypts $x$ and sends Bob the cryptogram

$$C = x^e \mod n.$$
Bob then decrypts as usual with his private key and so obtains
\[ x = C^d \mod n. \]
He then examines the least significant bit of \( x \) to see whether the message \( M \)
was 0 or 1. Note that if Alice now sends the same message twice then it is extremely unlikely that the two cryptograms will be the same.

For Eve to guess which message has been sent she needs to guess the value of
the least significant bit of \( x \) given only the cryptogram. Since the least significant
bit is a hard-core predicate of RSA encryption Eve cannot succeed in guessing
the message with probability significantly greater than 1/2.

In general Alice and Bob can follow a similar procedure given any family
of trapdoor functions with hard-core predicates. Suppose they have a family of
trapdoor functions \( \{ f_i : D_i \rightarrow D_i \}_{i \in I} \), with hard-core predicates \( \{ B_i \}_{i \in I} \) then
they can encrypt single bit messages as follows.

**Single bit probabilistic encryption**

1. **Setup.** Bob chooses a key length \( k \) and generates a public/private key pair
   \((i, t_i)\). He publishes \( i \) and keeps \( t_i \) secret.
2. **Encryption.** Alice encrypts a single bit \( M \in \{0, 1\} \) by choosing
   \( x \in_R D_i \) with \( B_i(x) = M \) (note that by Lemma 10.2 approximately half of the
   values in \( D_i \) will satisfy \( B_i(x) = M \) so she can do this easily). She then
   sends Bob the cryptogram \( C = f_i(x) \).
3. **Decryption.** Bob uses his private key \( t_i \) to recover \( x \) from \( C = f_i(x) \). He
   then calculates the message \( M = B_i(x) \).

The security of this system seems rather good. If Alice encrypts one of two
possible messages and sends the resulting cryptogram to Bob then, since \( M = B_i(x) \) is a hard-core predicate of \( f_i \), Eve cannot guess which message was sent
with success probability significantly greater than 1/2.

But how can Alice and Bob send longer messages? The obvious way to do
this would be to encrypt each bit of the message separately using the single bit
encryption method described above.

We suppose as before that Alice and Bob have a family of trapdoor functions
\( \{ f_i : D_i \rightarrow D_i \}_{i \in I} \), with hard-core predicates \( \{ B_i \}_{i \in I} \). They can then encrypt
longer messages as follows.

**Longer message probabilistic encryption**

1. **Setup.** Bob chooses a key length \( k \) and generates a public/private key pair
   \((i, t_i)\). He publishes \( i \) and keeps \( t_i \) secret.
(2) **Encryption.** Alice encrypts an \(m\)-bit message \(M \in \{0, 1\}^m\) by choosing \(x_1, \ldots, x_m \in R D_i\) with \(B_i(x_j) = M_j\), for \(1 \leq j \leq m\). She then sends Bob the cryptogram \(C = (f_i(x_1), f_i(x_2), \ldots f_i(x_m))\).

(3) **Decryption.** Bob uses his private key \(t_i\) to recover each \(x_j\) from \(f_i(x_j)\). He then calculates the message \(M = (B_i(x_1), B_i(x_2), \ldots B_i(x_m))\).

This method has one very obvious drawback: message expansion. For example, encrypting an \(m\)-bit message using a hard-core predicate of RSA with a \(k\)-bit public modulus would yield a cryptogram consisting of \(m, k\)-bit integers hence the length of the cryptogram would be \(O(mk)\). We will see a more efficient system later but first we consider the more important problem of whether this general method of encryption is secure.

How can we define security for longer messages? When encrypting a single bit we argued that encryption was secure if Eve could not guess which of the two possible messages was sent with success probability significantly greater than \(1/2\). Extending this idea to longer messages gives rise to the concept of polynomial indistinguishability which we will describe below.

Informally a cryptosystem is polynomially indistinguishable iff whenever Eve presents Bob with two messages \(M_1, M_2\) of the same length and he gives her an encryption of one of them, \(C\), then she has no way of guessing whether \(C\) is an encryption of \(M_1\) or an encryption of \(M_2\) with probability significantly greater than \(1/2\). (Note that any deterministic cryptosystem will fail this test since given two messages \(M_1, M_2\) they both have fixed encryptions \(C_1, C_2\) and so given a cryptogram \(C\), Eve simply checks whether \(C = C_1\) or \(C = C_2\).)

These considerations lead naturally to the following security test.

1. Bob chooses a key length \(k\).
2. He then generates a random public and private key pair \((e, d)\) of the required length and publishes his public key \(e\).
3. Eve produces two messages \(M_1, M_2\) of length \(k\) in probabilistic polynomial time.
4. Bob then chooses one of the messages at random \(M \in R \{M_1, M_2\}\) and encrypts it as \(C = e(M)\).
5. Bob then sends the cryptogram \(C\) to Eve.
6. Eve then guesses which of the two messages Bob encrypted.
7. If Eve is correct then she succeeds otherwise she fails.

Clearly by guessing at random Eve will succeed in this test half of the time. We say that a cryptosystem is **polynomially indistinguishable** iff no matter what probabilistic polynomial time algorithm Eve employs her probability of succeeding in this test is at most negligibly greater than \(1/2\).
It is important to note that in step (3) of the test Eve produces the messages $M_1, M_2$ herself in probabilistic polynomial time. In an ideal world we would like to insist that Eve cannot distinguish between encryptions of any pair of messages of the same length but this would be unrealistic. For example, suppose Bob uses a cryptosystem whose security is based on the difficulty of factoring a product of two primes, $n = pq$, and that knowledge of the factorisation of $n$ allows anyone to easily compute his private key. Obviously in such a system Eve can distinguish between encryptions of the messages $M_1 = p$ and $M_2 = q$ since given this pair of messages she can compute Bob’s private key and hence decrypt any cryptogram.

We need to insist that the pairs of messages that Eve tries to distinguish between are ‘reasonable’ in the sense that she could produce them herself (and in particular without using Bob’s private key).

Returning now to our (rather inefficient) method for encrypting longer messages, we can now show that it is secure.

**Theorem 10.12** The probabilistic encryption process for longer messages, using hard-core predicates of trapdoor functions, yields a polynomially indistinguishable cryptosystem.

**Proof:** We will not present a full proof of this result. The basic idea is to show that if Eve can distinguish between encryptions of two particular $m$-bit messages $M_1$ and $M_2$ then in fact she can distinguish between encryptions of other two $m$-bit messages that differ only in a single bit. (Consider a sequence of messages starting with $M_1$ and ending with $M_2$, formed by flipping a single bit of $M_1$ at a time until after at most $m$ steps we arrive at $M_2$. There must exist a pair of consecutive messages in this sequence such that Eve will be able to distinguish between their encryptions. By construction these messages differ in exactly one bit.)

But if Eve can distinguish between encryptions of two messages that differ in a single bit then she can construct a guessing algorithm for the hard-core predicate whose success probability will not be negligible. This contradiction proves the result. □

Thus we have an encryption method using hard-core predicates of a family of trapdoor permutations that is provably secure in the sense that it is polynomially indistinguishable. However, we still seem rather far from the notion of perfect secrecy that Shannon proved one could attain in symmetric cryptography. Our definition of security, while quite reasonable, is not exactly the most natural. Really we would like to be sure that no partial information about the message is leaked by the cryptogram. Recall that with perfect secrecy we were guaranteed
that Eve would learn nothing at all about the message from the cryptogram. We need to describe the computational version of this condition: semantic security.

Informally we say that a cryptosystem is semantically secure if any piece of information that Eve is able to compute given the cryptogram, she could just as easily have computed without the cryptogram.

We formalise this by saying that Eve obtains a piece of information if she is able to compute some function $b : \mathcal{M} \rightarrow \{0, 1\}$ such as for example

$$b(M) = \begin{cases} 1, & \text{if } M \text{ contains Alice’s bank account details,} \\ 0, & \text{otherwise.} \end{cases}$$

In our formal definition of semantic security we will again insist that the messages involved are reasonable. This simply means that there is a probabilistic polynomial time algorithm for producing messages, given the key length and public key.

Let $b : \mathcal{M} \rightarrow \{0, 1\}$. We consider two scenarios.

1. **No cryptogram.** Eve is given Bob’s public key and is told that Alice has chosen a reasonable message $M$ of length $k$. We ask Eve to guess $b(M)$.

2. **Cryptogram.** Eve is given Bob’s public key and is told that Alice has chosen a reasonable message $M$ of length $k$ as before. But this time we also give Eve the cryptogram $C = e(M)$ and ask her to guess $b(M)$.

A cryptosystem is said to be semantically secure iff for any function $b : \mathcal{M} \rightarrow \{0, 1\}$, Eve’s probability of succeeding in guessing $b(M)$ when given the cryptogram (that is in the second scenario) is at most negligibly greater than when not given the cryptogram (as in the first scenario).

This is a far more natural notion of security, and clearly one that is desirable. For this reason the next result due to Goldwasser and Micali (1984) is of great value.

**Theorem 10.13** A public key cryptosystem is semantically secure iff it is polynomially indistinguishable.

Thus having described a method of encryption that is polynomially indistinguishable we now have the bonus of knowing that it is also semantically secure.

This still leaves one major problem. Can we find a more efficient method of secure encryption? (Recall that the method described above involved a considerable expansion in the message size.)
10.6 Efficient probabilistic encryption

In Section 10.4 we saw how Alice and Bob could construct a secure one-time pad using a pseudorandom generator and a small shared random seed. This made symmetric cryptography far more practical by reducing the need for a long shared random key. The construction of a pseudorandom generator was achieved using a hard-core predicate of a length preserving one-way permutation (see Theorem 10.10).

But what if they had used a trapdoor function rather than simply a one-way function?

Suppose Alice and Bob know a family of length preserving, trapdoor permutations \( \{f_i : D_i \rightarrow D_i\}_{i \in I} \) with hard-core predicates \( \{B_i\}_{i \in I} \). They can construct a pseudorandom generator using the method described in Theorem 10.10. Moreover, they can then build a secure public key cryptosystem as follows.

1. **Setup.** Bob decides on a key length \( k \) and chooses a random public key and trapdoor \((i, t_i)\) of the desired length. He then publishes the public key \( i \) and keeps the trapdoor \( t_i \) secret.

2. **Encryption.** Alice encrypts a message \( M \in \{0, 1\}^m \) as follows.
   (i) First she chooses a random seed \( x \in R D_i \).
   (ii) Then she computes \( f_i(x), f_i^2(x), \ldots, f_i^m(x) \).
   (iii) Next she uses the hard-core predicate \( B_i \) to form the pseudorandom string:
   \[
   P = (B_i(x), B_i(f_i(x)), \ldots, B_i(f_i^{m-1}(x))).
   \]
   (iv) She then uses this as a one-time pad and sends Bob the cryptogram
   \[
   C = (P \oplus M, f_i^m(x)).
   \]

3. **Decryption.** Writing \( E = P \oplus M \) and \( y = f_i^m(x) \), Bob decrypts
   \[
   C = (E, y)
   \]
   as follows.
   (i) He uses his trapdoor \( t_i \) to recover \( x \in D_i \) such that \( f_i^m(x) = y \).
   (ii) He can now construct \( P \) in the same way as Alice since he knows the random seed \( x \).
   (iii) He then recovers the message as \( M = E \oplus P \).

This yields a polynomially indistinguishable (and hence semantically secure) cryptosystem.

**Theorem 10.14** The efficient probabilistic encryption process described above is polynomially indistinguishable.
Proof: Consider the string \((P, f_i^m(x))\). Since \(f_i\) is a length preserving one-way permutation this string is pseudorandom (for the same reason that the constructions in Theorems 10.9 and 10.10 gave pseudorandom generators). Indeed the bit generator

\[ G_i(x) = (P, f_i^m(x)) = ((B_i(x), B_i(f_i(x)), \ldots, B_i(f_i^{m-1}(x))), f_i^m(x)) \]

is a pseudorandom generator.

Let \(R\) be a random string of length \(m\). It is impossible for Eve to distinguish between \(C = (P \oplus M, f_i^m(x))\) and \((R, f_i^m(x))\), for any reasonable message \(M\) since otherwise she would have a statistical test that the pseudorandom generator \(G_i\) would fail. But this implies that for any two reasonable messages \(M_1\) and \(M_2\) an encryption of \(M_1\) is indistinguishable from \((R, f_i^m(x))\) which in turn is indistinguishable from an encryption of \(M_2\). Hence encryptions of \(M_1\) and \(M_2\) are indistinguishable. \(\Box\)

Thus, given a family of length preserving trapdoor permutations with hard-core predicates, Alice and Bob can construct a secure public key cryptosystem that does not suffer from excessive message expansion. (Note that the cryptogram is now only \(k\) bits longer than the original message.)

However, such a system may still be rather inefficient in terms of the computations involved. Notably decryption may be rather expensive. We close this chapter with a description of the currently most efficient known version of such a scheme: the Blum–Goldwasser cryptosystem.

This system is based on a restricted version of Rabin’s cryptosystem. Recall that the function \(RABIN_n(x) = x^2 \mod n\), where \(n = pq\) is a product of two distinct primes, yields a family of trapdoor functions under the Factoring Assumption. However, they suffer from the problem that they are not permutations. Williams (1980) proposed a modified version of this system that does not suffer from this drawback.

Recall that a Blum prime is a prime of the form \(p = 3 \mod 4\) and that \(Q_n\) denotes the set of quadratic residues mod \(n\).

**Lemma 10.15** If \(p, q\) are Blum primes and \(n = pq\) then the Rabin–Williams function \(RW_n : Q_n \to Q_n\), \(RW_n(x) = x^2 \mod n\) is a permutation.

**Proof:** We need to use Appendix 3, Theorem A3.14 which says that \(ab \in Q_p\) iff either \(a \in Q_p\) and \(b \in Q_p\), or \(a \notin Q_p\) and \(b \notin Q_p\). Note also that if \(n = pq\) is the product of two distinct primes then \(b \in Q_n\) implies that \(b \in Q_p\) and \(b \in Q_q\).
Euler’s Criterion (Appendix 3, Theorem A3.13) tells us that \(-1 \not\in \mathbb{Q}_p\) for any Blum prime \(p = 4k + 3\) since 

\((-1)^{(p-1)/2} = (-1)^{2k+1} = -1 \mod p.\)

Thus if \(p\) is a Blum prime and \(a \in \mathbb{Q}_p\) then \(-a \not\in \mathbb{Q}_p.\)

Suppose that \(x, y \in \mathbb{Q}_n\) and \(RW_n(x) = RW_n(y)\). We need to show that \(x = y \mod n\). Now \(x^2 = y^2 \mod n\) so \(n \mid (x - y)(x + y)\). Then, since \(x, y \in \mathbb{Q}_n\), we know that \(x, y \in \mathbb{Q}_p\) and so \(-x, -y \not\in \mathbb{Q}_p\) and so \(-x, -y \not\in \mathbb{Q}_n\). Hence \(x \neq -y \mod n\). So either \(x = y \mod n\) or without loss of generality \(p \mid (x - y)\) and \(q \mid (x + y)\). But if the latter holds then \(x = -y \mod q\) and since \(y \in \mathbb{Q}_q\) and \(q\) is a Blum prime so \(x \not\in \mathbb{Q}_q\), contradicting the fact that \(x \in \mathbb{Q}_n\). Hence \(x = y \mod n\) and the function \(RW_n\) is a permutation as required.

We now note that under the Factoring Assumption the Rabin–Williams functions yield a family of trapdoor permutations. We require the following result due to Blum, Blum and Shub (1986).

**Proposition 10.16** Under the Factoring Assumption the family of Rabin–Williams functions \(\{RW_n : \mathbb{Q}_n \rightarrow \mathbb{Q}_n\}_n\) is a family of trapdoor permutations with hard-core predicates \(B_n(x) = \) least significant bit of \(x\).

Using the Rabin–Williams family together with the hard-core predicates \(B_n\) we obtain the **Blum–Blum–Shub generator** which works as follows. (Recall that as before \(l(k)\) is the polynomial length of the generator’s output.)

Choose two random \(k\)-bit Blum primes \(p, q\) and let \(n = pq\).

Select random \(x \in R \mathbb{Z}_n^*\).

Let \(x_0 = x^2 \mod n\), \(x_i = x_{i-1}^2 \mod n\) for \(i = 1\) to \(l(k)\).

Let \(b_i\) be the least significant bit of \(x_i\).

Output the sequence \(b_1, b_2, \ldots, b_{l(k)}\).

The fact that this is a pseudorandom generator (under the Factoring Assumption) follows immediately from Proposition 10.16 and Theorem 10.10.

Finally we have the polynomially indistinguishable (and hence semantically secure) Blum–Goldwasser cryptosystem. This is a particular example of the generic efficient probabilistic cryptosystem outlined at the beginning of this section, making use of the Blum–Blum–Shub pseudorandom generator. We give the details below.

**Theorem 10.17** Under the Factoring Assumption there exists a polynomially indistinguishable cryptosystem.
To simplify the decryption process we work with a subset of the Blum primes, namely those Blum primes of the form \( p = 7 \mod 8 \).

### The Blum–Goldwasser cryptosystem

1. **Setup.** Bob chooses a key length \( k \) and selects two random \( k \)-bit primes \( p = 8i + 7 \) and \( q = 8j + 7 \). He then forms his public key \( n = pq \) which he publishes.

2. **Encryption.** Alice encrypts a message \( M \in \{0, 1\}^m \) as follows
   - (i) First she chooses a random seed \( x_0 \in R \mathbb{Q}_n \). (She can do this by choosing \( z \in R \mathbb{Z}^*_n \) and then squaring modulo \( n \).)
   - (ii) Then she computes \( x_i = x_{i-1}^2 \mod n \), for \( i = 1, \ldots, m \).
   - (iii) Next she uses the hard-core predicate \( B_n \) (that is the least significant bit) to form the pseudorandom string:
     \[
     P = (B_n(x_0), B_n(x_1), \ldots, B_n(x_{m-1})).
     \]
   - (iv) She then uses this as a one-time pad and sends Bob the cryptogram
     \[
     C = (P \oplus M, x_m).
     \]

3. **Decryption.** Writing \( E = P \oplus M \) and \( y = x_m \), Bob decrypts \( C = (E, y) \) as follows.
   - (i) He uses his private key \((p, q)\) to recover \( x_0 \) from \( y \) (the details are described below).
   - (ii) He can now construct the pad \( P \) in the same way as Alice since he knows the random seed \( x_0 \).
   - (iii) He then recovers the message as \( M = E \oplus P \).

We make use of the special form of the primes in the decryption process. Suppose that Bob is sent the cryptogram \((E, y)\), where \( E = P \oplus M \) and \( y = x_m \). First note that if \( b \in \mathbb{Q}_n \) we have \( b \in \mathbb{Q}_p \) and so by Euler’s Criterion \( b^{(p-1)/2} = 1 \mod p \). Then, as \( p = 8i + 7 \), we have
\[
b = b \cdot b^{(p-1)/2} = b^{1+4i+3} = (b^{2i+2})^2 \mod p.
\]
Hence the unique square root of \( b \) that is also a quadratic residue mod \( p \) is \( b^{2i+2} \mod p \). Hence \( x_0 \), the \( 2^m \)th root of \( y \) that Bob needs to calculate in order to decrypt, is given (mod \( p \)) by
\[
x = y^{(2i+2)^m} \mod p.
\]
Similarly \( x_0 = y^{(2j+2)m} \mod q \), where \( q = 8j + 7 \). Bob can then use the Chinese Remainder Theorem and Euclid’s algorithm to recover \( x_0 \mod n \). He finds integers \( h, k \) such that \( hp + kq = 1 \) and then computes

\[
x_0 = kqy^{(2i+2)m} + hp'y^{(2j+2)m} \mod n.
\]

Finally he forms the pad \( P \) in the same way as Alice and recovers the message as \( M = E \oplus P \).

Hence the total time spent decrypting an \( m \)-bit message encrypted with a \( k \)-bit key is \( O(k^3 + k^2m) \). So if the message is significantly longer than the key then this takes time \( O(k^2m) \) which is the same as the time taken for encryption and faster than the deterministic (and less secure) RSA cryptosystem.

**Exercise 10.2**

(a) If Alice chooses random seed \( x_0 = 35 \in \mathbb{Q}_{161} \) calculate the pseudorandom string

\[
P = (B_{161}(x_0), B_{161}(x_1), B_{161}(x_2), B_{161}(x_3)).
\]

(b) Find the cryptogram \( C \) that she sends to Bob.

(c) Check that Bob’s decryption process works in this case.

**Problems**

10.1\(^h\) Let \( G : \{0, 1\}^k \rightarrow \{0, 1\}^{l(k)} \) be a bit generator, with \( l(k) > k \) a polynomial. Consider the following ‘statistical test’ for \( G \):

\[
T_G(y) = \begin{cases} 
1, & \text{if there is an input } x \text{ for which } G(x) = y, \\
0, & \text{otherwise}. 
\end{cases}
\]

(a) Show that this test will succeed in distinguishing the output of \( G \) from a truly random source (irrespective of whether or not \( G \) is a pseudorandom generator).

(b) Explain why \( T_G \) may not be a statistical test in the formal sense defined on page 206.

(c) Use this to prove that if \( NP \subseteq \text{BPP} \) then no pseudorandom generators exist.

10.2\(^h\) Suppose we have a source of bits that are mutually independent but biased (say 1 occurs with probability \( p \) and 0 occurs with probability \( 1 - p \)). Explain how to construct an unbiased sequence of independent random bits from this source by considering pairs of bits.
10.3 Consider a linear feedback shift register with $m$ registers and maximum period $2^m - 1$. Prove that for any non-zero initial state the output sequence contains exactly $2^{m-1}$ ones and $2^{m-1} - 1$ zeros in its output of $2^m - 1$ bits.

10.4 Recall the Elgamal cryptosystem from Chapter 7. Define the predicate
\[ Q(M) = \begin{cases} 1, & \text{if } M \text{ is a quadratic residue modulo } p, \\ 0, & \text{otherwise.} \end{cases} \]
Show that $Q$ is easy to compute from the public key $(p, g, g^y)$ and an encryption of $M$, $e(M) = (k, d)$, where $k = g^y \mod p$ and $d = Mg^x \mod p$.

10.5 Let $p = 8k + 5$ be prime. Show that, given $((p - 1)/2)! \mod p$, there is a polynomial time algorithm to find a solution to
\[ x^2 = n \mod p. \]

10.6 Show that the function $g$ defined in Theorem 10.8 is one-way.

10.7 Prove that if pseudorandom generators exist then one-way functions exist.

10.8 Suppose that $f : \{0, 1\}^* \rightarrow \{0, 1\}^*$ is a length preserving permutation. Show that if $x \in_R \{0, 1\}^k$ then $f(x)$ will be uniformly distributed over $\{0, 1\}^k$.

10.9 Show that if Eve has a polynomial time algorithm for computing the least significant bit of a message encrypted using RSA then she can construct a polynomial time algorithm for recovering the whole message.

It may be useful to show the following.
(a) If $M_1, M_2$ are two messages then
\[ e(M_1 M_2 \mod n) = e(M_1)e(M_2) \mod n, \]
where $e(M)$ is the encryption of $M$ using the public key $(n, e)$.
(b) Let $C = e(M)$ and define $L(C)$ to be the least significant bit of the message and $B(C)$ to be the most significant bit of the message. So
\[ L(C) = \begin{cases} 0, & M \text{ is even}, \\ 1, & M \text{ is odd}, \end{cases} \]
and
\[ B(C) = \begin{cases} 0, & 0 \leq M < n/2, \\ 1, & M > n/2. \end{cases} \]
Show that $B(C) = L(Ce(2) \mod n)$.
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(c) Given an algorithm for computing \( B(C) \) show that Eve can recover \( M \) (consider \( B(Ce(2)), B(Ce(4)) \ldots \) in turn).

(d) Hence show that Eve can recover the message using her algorithm for \( L(C) \).

10.10a The Goldwasser–Micali cryptosystem works as follows. Bob chooses two random \( k \)-bit primes \( p, q \) and forms \( n = pq \). He then chooses a quadratic non-residue \( y \mod n \) (that is \( y \in \mathbb{Z}_n^* \backslash \mathbb{Q}_n \)) and publishes his public key \((n, y)\). Alice encrypts an \( m \)-bit message \( M = M_1 M_2 \cdots M_m \) as follows. She chooses \( u_1, \ldots, u_m \in R \mathbb{Z}_n^* \) and encrypts \( M_i \) as \( C_i \) given by

\[
C_i = \begin{cases} 
    u_i^2 \mod n, & \text{if } M_i = 0, \\
    u_i^2 y \mod n, & \text{if } M_i = 1.
\end{cases}
\]

(a) Describe a polynomial time decryption algorithm for Bob.

(b) If Bob has public key \((77, 5)\) and receives the cryptogram \((71, 26)\) what was the message?

(c) Explain why this cryptosystem can be totally broken by anyone who can factorise products of two primes.

(d) What intractability assumption would one require to hold for this system to be secure?

10.11 Complete the proof of Theorem 10.9 as follows. Throughout suppose that \( z \in R \{0, 1\}^{k+1}, x \in R \{0, 1\}^k \) and \( b \in R \{0, 1\} \).

(a) First explain why

\[
\Pr[T(z) = 1] = \Pr[T(f(x), b) = 1]
\]

and

\[
\Pr[T(G(x)) = 1] = \Pr[T(f(x), b) = 1 \mid b = B(x)].
\]

(b) Now show that

\[
\Pr[T(z) = 1] = \frac{1}{2}(\Pr[T(f(x), b) = 1 \mid b = B(x)] + \Pr[T(f(x), b) = 1 \mid b \neq B(x))].
\]

(c) Show next that

\[
\Pr[A(f(x)) = B(x)] = \frac{1}{2}(\Pr[T(f(x), b) = 1 \mid b = B(x)] + \Pr[T(f(x), b) = 0 \mid b \neq B(x)])
\]

(d) Finally use the assumption that

\[
\Pr[T(G(x)) = 1] - \Pr[T(z) = 1] \geq \frac{1}{q(k)}
\]
to show that
\[ \Pr[A(f(x)) = B(x)] \geq \frac{1}{2} + \frac{1}{q(k)}. \]

**Further notes**

The study of what constitutes a random sequence and different interpretations of what it means to be random have a long history; see the monograph of Li and Vitányi (1997). The use of pseudorandom sequences in Monte Carlo simulators goes back at least as far as the middle of the last century, see for example Hammersley and Handscomb (1964). Fundamental early papers constructing pseudorandom generators based on difficult computational problems are Blum and Micali (1984: extended abstracts 1982 and 1985), Shamir (1981) and Yao (1982). Shamir (1981) presented a scheme which from a short secret random seed outputs a sequence \( x_1, \ldots, x_n \) such that the ability to predict \( x_{n+1} \) is equivalent to inverting RSA.

Examples of early (cryptographically strong) pseudorandom bit generators were Yao (1982) and Blum, Blum and Shub (1986). Yao (1982) and Goldwasser, Micali and Tong (1982) implemented pseudorandom generators based on the intractability of factoring. These papers also relate pseudorandom generators and the next-bit test. Goldwasser and Micali (1982, 1984) introduced the concept of polynomial indistinguishability and the related concept of semantic security.

The concept of a hard-core predicate was introduced by Blum and Micali (1984) who proved Theorem 10.3 showing that the most significant bit of the discrete logarithm was a hard-core predicate.

The Blum–Goldwasser cryptosystem appears in Blum and Goldwasser (1985).

11 Identification schemes

11.1 Introduction

How should Peggy prove to Victor that she is who she claims to be?

There is no simple answer to this question, it depends on the situation. For example if Peggy and Victor meet in person, she may show him her passport (hopefully issued by an authority that he trusts). Alternatively she could present him with a fingerprint or other biometric information which he could then check against a central database. In either case it should be possible for Peggy to convince Victor that she really is Peggy. This is the first requirement of any identification scheme: honest parties should be able to prove and verify identities correctly.

A second requirement is that a dishonest third party, say Oscar, should be unable to impersonate Peggy. For example, two crucial properties of any passport are that it is unforgeable and that its issuing authority can be trusted not to issue a fake one. In the case of biometrics Victor needs to know that the central database is correct.

A special and rather important case of this second requirement arises when Victor is himself dishonest. After asking Peggy to prove her identity, Victor should not be able to impersonate her to someone else.

Let us suppose for now that Peggy and Victor do not meet in person. Instead they engage in some form of communication, at the end of which hopefully Victor is convinced of Peggy’s identity. It is now more difficult to list possible identification schemes. Clearly Peggy must provide Victor with some information that will convince him of her identity. However, she needs to be careful, since any information she gives to Victor may then be used by either Victor or some eavesdropper to impersonate her at a later date.

The simplest form such a scheme could take would be to use a password. Peggy first registers her password with Victor. At a later date Peggy can convince
Victor of her identity by sending him this password. Unfortunately there are many problems with such a system.

(1) Peggy must transmit her password via a secure communication channel otherwise any eavesdropper can steal her password and impersonate her.
(2) Peggy can only convince those people she has previously exchanged a password with of her identity.
(3) Victor can obviously impersonate her since he also knows her password.

So how can we solve these problems? The problem of requiring a secure communication channel can clearly be solved by using encryption. However this only stops an eavesdropper from recovering the password. If Peggy simply sends her password in encrypted form then an eavesdropper does not need to decrypt it, he simply needs to record it and then resend it when he wishes to fool Victor into believing that he is Peggy. Thus encryption alone is useless.

The key problem is that the password does not change. To solve this we need to introduce randomness or timestamps into the scheme.

A better approach might be to dispense with passwords and instead use a so-called challenge–response scheme. Such schemes can be based on either public key or symmetric cryptosystems, we will only consider the public key case.

Typically a scheme of this type would work as follows.

(1) \textit{Challenge.} Victor sends Peggy a cryptogram formed by encrypting a random message with her public key.
(2) \textit{Response.} Peggy responds with the decrypted message.

Equivalently we could think of this as Victor asking Peggy to sign a random message. Recall that when considering digital signature schemes we saw that it was a rather bad idea to sign all messages without question. It was far better to use a hash function and then sign the hash of the message. In particular this provided a defence against chosen-message attacks or, from the encryption point of view, chosen-ciphertext attacks.

The following identification scheme attempts to take these fears into account.

\textbf{Example 11.1} \textit{A public-key challenge-response identification scheme}

(1) Victor chooses a random value \(r\) and computes its hash with a publicly known hash function \(h\) to produce a witness \(x = h(r)\).
(2) Victor then uses Peggy’s public key to encrypt a message consisting of \(r\) and an identifier of Victor, \(I_V\), and sends the challenge \(C = e(r, I_V)\) to Peggy together with the witness \(x\).
(3) Peggy then decrypts $C$ to obtain $r$ and $I_V$. She then checks that $I_V$ is Victor’s identifier and that $h(r) = x$. If these hold she returns the response $r$ to Victor.

(4) Victor accepts Peggy’s proof of identity iff she returns the correct value of $r$.

This scheme represents a significant improvement over a basic password system. However, can Peggy be sure that if Victor is dishonest and issues challenges that are chosen in some cunning fashion he does not gain any information that will enable him to impersonate her? Peggy may need to identify herself to Victor frequently. She would like to be sure that by repeatedly identifying herself she does not enable Victor to accumulate information that will allow him to impersonate her later.

If we go back to first principles it is obvious that no matter how Peggy proves her identity to Victor she clearly provides him with some information that he did not already possess: namely that she is indeed Peggy. Ideally Peggy would like to use an identification scheme in which this is the only piece of information that she reveals. But is this possible? To describe such a scheme we need to learn about so-called zero knowledge proofs. We start by considering the more general topic of interactive proofs.

### 11.2 Interactive proofs

The idea of an interactive proof system originated in the work of Goldwasser, Micali and Rackoff (1985). To motivate this topic we need to recall what it means to say that a language $L$ belongs to NP. (We give a slight rewording of the actual definition introduced in Chapter 3.)

We say that $L \in \text{NP}$ if there is a polynomial time algorithm that given an input $x$ and a possible proof $y$, checks whether $y$ is a valid proof that $x \in L$. If $x \in L$ then at least one valid proof exists, while if $x \notin L$ then no valid proof exists.

An interactive proof represents a very natural generalisation of this in which the proof is not simply given to the checking algorithm but rather is presented by a prover who tries to answer any questions the checking algorithm may have.

The computational model of an interactive proof system consists of two probabilistic Turing machines which can communicate with each other. Each machine has access to a private source of random bits.

As is now customary, we name these machines Peggy (=P=prover) and Victor (=V=verifier). Peggy is all powerful except that she is only allowed to
send messages of a length bounded by some polynomial function of the input size.

The verifier, Victor, is much more constrained. His total computation time must be less than some fixed polynomial bound, again of the input size.

Peggy and Victor alternate sending each other messages on two special interaction tapes. Both must be inactive in the time interval between sending a message and receiving a response. By convention Victor initiates the interaction.

Consider the following decision problem.

GRAPH NON-ISOMORPHISM (GNI)
Input: two graphs $G_1$ and $G_2$ with vertex set $\{1, 2, \ldots, n\}$.
Question: are $G_1$ and $G_2$ non-isomorphic?

Recall that GNI is not known to belong to $\mathbb{P}$ but clearly belongs to $\text{co-NP}$. The classical example of an interactive proof system is the following system for GNI.

**Example 11.2 Interactive proof of GNI**

Let $G_1$ and $G_2$ be two graphs that Peggy wishes to prove are non-isomorphic. Victor and Peggy use the following protocol.

1. Victor chooses a random index $i \in_R \{1, 2\}$ and a random permutation $\pi \in_R S_n$.
2. Victor then applies $\pi$ to the vertices of $G_i$ to form the graph $H = \pi(G_i)$.
3. Victor then sends $H$ to Peggy and asks for the index $j \in \{1, 2\}$ such that $H$ is isomorphic to $G_j$.
4. Peggy responds with an index $j$.
5. Victor accepts iff $j = i$.

Clearly if $G_1$ and $G_2$ are not isomorphic then Peggy can always choose $j$ correctly and hence satisfy Victor. (Note that this relies on the fact that Peggy has unbounded computational capabilities since there is currently no known polynomial time algorithm for this task.)

However, if $G_1$ and $G_2$ are isomorphic then no prover can do better than guess the value of $i$ correctly half of the time so

$$\Pr[\text{Victor is fooled by a malicious prover}] = \frac{1}{2}.$$ 

By repeating this procedure $t$ times we can reduce the chance that a malicious prover can fool Victor, when $G_1$ and $G_2$ are in fact isomorphic, from $1/2$ to $(1/2)^t$. 
11.2 Interactive proofs

Formally an interactive proof system consists of two PTMs: $P$ (the prover) and $V$ (the verifier) which can exchange messages via two communication tapes, the $P \rightarrow V$ tape and the $V \rightarrow P$ tape. The $P \rightarrow V$ tape is write only for $P$ and read only for $V$. The $V \rightarrow P$ tape is write only for $V$ and read only for $P$. Both $P$ and $V$ have private work tapes and private coin toss tapes. They both also share a read only input tape.

We now place conditions on the computational power of the two machines.

(a) The verifier $V$ is a polynomial time PTM.
(b) The prover $P$ is a computationally unlimited PTM (so $P$ can use an unlimited amount of time, space and random bits).
(c) The verifier $V$ starts the computation and $P$, $V$ then take alternate turns, where a turn consists of a machine reading its tapes, performing a computation and sending a single message to the other machine.
(d) The length of the messages which are sent are polynomially bounded.
(e) The number of turns is polynomially bounded.
(f) The computation ends when $V$ enters a halting state of accept or reject.

The condition (c) that $V$ starts the computation is a convention to ensure the protocol is properly defined. We will often ignore this and have $P$ start the computation. Such protocols could be easily modified to have $V$ send an initial message to signal the start of the computation.

We say that an input $x$ is accepted/rejected by $(V, P)$ depending on whether $V$ accepts or rejects after interacting with $P$ on input $x$.

A language $L$ has a polynomial time interactive proof if there exists a verifier $V$ and a prover $P$ such that the following hold.

(i) **Completeness.** If $x \in L$ then $\Pr[(V, P) \text{ accepts } x] = 1$.
(ii) **Soundness.** If $x \notin L$ then for any (possibly malicious) prover $P'$,

$$\Pr[(V, P') \text{ accepts } x] \leq \frac{1}{2}.$$ 

In both cases the probability is given by the random bits used by the verifier $V$.

We denote the class of languages with polynomial time interactive proofs by $\text{IP}$.

In the above definition it is important to distinguish between $P$ and $P'$. We can think of $P$ as the ‘honest’ prover who can convince the verifier $V$. While $P'$ is a possibly ‘dishonest’ prover who is unlikely to fool $V$. (If we think about identification schemes then the completeness condition captures the idea that Peggy can convince Victor of her identity, while the soundness condition means that an imposter is unlikely to fool Victor.)
**Proposition 11.3** \( SAT \in IP. \)

**Proof:** Given the input CNF formula \( f(x_1, \ldots, x_n) \), the verifier \( V \) simply asks the prover for a satisfying assignment. Since \( P \) has unbounded computational resources she can, whenever the formula is satisfiable, find a satisfying assignment. Hence the completeness condition holds.

However, if the input \( f \) is not satisfiable then \( V \) can never be fooled into accepting \( f \) since \( V \) can easily check any assignment a prover \( P' \) sends him to see if it satisfies \( f \). Hence the soundness condition also holds since the probability that a malicious prover can fool \( V \) is zero.

It is clear that a simple modification of the above argument will work for any language \( L \in NP \). Thus we have the following result.

**Theorem 11.4** \( NP \subseteq IP. \)

We can now give another example to show that \( IP \) contains languages that are not known to belong to \( NP \).

Recall that \( x \in \mathbb{Z}_n^* \) is a **quadratic residue** mod \( n \) if there exists \( y \in \mathbb{Z}_n^* \) such that

\[
y^2 = x \mod n.
\]

Otherwise we say that \( x \) is a **quadratic non-residue** mod \( n \). Another example of a language belonging to \( IP \) is given by the following decision problem.

**QUADRATIC NON-RESIDUES (QNR)**

**Input:** an integer \( n \) and \( x \in \mathbb{Z}_n^* \).

**Question:** is \( x \) a quadratic non-residue mod \( n \)?

Obviously \( QNR \in \text{co-NP} \), but it is unknown whether \( QNR \in NP \) (there is no obvious succinct certificate to show that a given number \( x \) is a quadratic non-residue). However, we have the following result that gives a hint of the power of interactive proof systems.

**Proposition 11.5** \( QNR \in IP \)

**Proof:** We will need to use the fact that if \( x \) is a quadratic non-residue mod \( n \) and \( y \) is a quadratic residue mod \( n \) then \( xy \) is a quadratic non-residue mod \( n \).

(See Exercise 11.1.)

We claim that the following is an interactive proof system for QNR.

1. Given an input \( x \), the verifier \( V \) chooses \( i \in R \{0, 1\} \) and \( z \in R \mathbb{Z}_n^* \). If \( i = 0 \) then \( V \) computes \( w = z^2 \mod n \), otherwise \( V \) computes \( w = xz^2 \mod n \).

The verifier \( V \) then sends \( w \) to \( P \) and asks for the value of \( i \).

2. Since \( P \) is computationally unbounded she can decide whether or not \( w \) is a quadratic residue. In the case that \( x \) is indeed a quadratic non-residue
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this allows $P$ to determine the value of $i$ (since in this case $w$ is a quadratic residue iff $i = 0$). The prover $P$ sends the value $j$ to $V$.

(3) The verifier $V$ accepts iff $i = j$.

This interactive proof system clearly satisfies the completeness condition since if $x$ is a quadratic non-residue then $P$ can distinguish between the case $i = 0$ (when $w = z^2 \mod n$ is a quadratic residue) and the case $i = 1$ (when $w = xz^2 \mod n$ is a quadratic non-residue).

To see that the soundness condition also holds, suppose that $x$ is a quadratic residue. Then, irrespective of the value of $i$, the verifier $V$ gives the prover a random quadratic residue $w$. Hence no matter how devious a prover $P'$ may be she cannot hope to guess the value of $i$ correctly more than half of the time. \hfill \Box

How important is the constant $1/2$ in the soundness condition? Actually any constant $0 < p < 1$ will suffice.

**Proposition 11.6** If $\text{IP}_p$ denotes the class of languages with interactive proofs with soundness probability $p$, then $\text{IP}_p = \text{IP}_q$ whenever $0 < p \leq q < 1$.

**Proof:** If $0 < p \leq q < 1$ then clearly $\text{IP}_p \subseteq \text{IP}_q$. To see that the converse also holds suppose that $L \in \text{IP}_q$ and let $A_q = (V, P)$ be an interactive proof system with soundness probability $q$ for $L$. Modify this system to give a new interactive proof system $A_p = (V^*, P^*)$ by carrying out $t$ independent runs of $A_q$, and accepting iff all runs accept. Now if $x \in L$ then

$$\Pr[(V^*, P^*) \text{ accepts } x] = 1,$$

while if $x \notin L$ then for any prover $P'$

$$\Pr[(V^*, P^*) \text{ accepts } x] \leq q^t.$$

If $t$ is chosen such that $q^t < p$ then this gives a polynomial time interactive proof system with soundness $p$ for $L$. Hence $\text{IP}_p = \text{IP}_q$. \hfill \Box

**Exercise 11.1** Show that if $x$ is a quadratic non-residue mod $n$ and $y$ is a quadratic residue mod $n$ then $xy$ is a quadratic non-residue mod $n$.

**Exercise 11.2** Prove that if $L_1 \in \text{IP}$ and $L_2 \leq_m L_1$ then $L_2 \in \text{IP}$.

### 11.3 Zero knowledge

One of the original motivations of Goldwasser, Micali and Rackoff in introducing interactive proof systems was to obtain proof systems which gave away no ‘knowledge’ or ‘information’ whatsoever.
Example 11.7 The gold prospector

Peggy has two indistinguishable looking lumps of metal, one of which she claims is gold. Victor wishes to purchase the gold and is able to distinguish between any two substances except for gold and pyrites (otherwise known as Fool’s Gold). He fears that Peggy has two identical lumps of pyrites.

Victor devises the following test. He takes the two lumps and then selects one at random which he shows to Peggy and asks her which it is. He records her answer and then repeats the test. He does this twenty times and keeps a record of Peggy’s answers.

If the two lumps of metal are truly different then her answers should be consistent and one of the lumps must be gold. In this case Victor decides to buy both lumps (Peggy may still be lying about which is which). However, if the two lumps are identical then Peggy is extremely unlikely to give consistent answers to Victor’s questions since she has no way of distinguishing between the two lumps. In this case Victor does not buy them (on the premise that if the two lumps are identical then they will surely both be Fool’s Gold).

Note that this test has two important properties. First, if Peggy is lying then she is highly unlikely to fool Victor. Second, in the case that Peggy is honest, Victor still has no way of telling which of the two lumps is actually gold after conducting the tests, he simply knows that one of them is. In particular he has not learnt anything which would enable him to pass a similar test given by another sceptical gold buyer!

Goldwasser, Micali and Rackoff (1985) attempt to make the notion of ‘knowledge’ precise. Informally they say that an interactive proof system for a language \( L \) is zero knowledge if whatever the (possibly dishonest) verifier \( V \) can compute in probabilistic polynomial time after interacting with the prover, he could already compute before interacting with the prover, given the input \( x \) alone. In other words the verifier learns nothing from his interactions with the prover that he could not have computed for himself.

There are different types of zero-knowledge proofs, we start by considering the strongest variety.

11.4 Perfect zero-knowledge proofs

A perfect zero-knowledge (or PZK) proof is an interactive proof in which \( P \) convinces \( V \) that an input \( x \) possesses some specific property but at the end of the protocol \( V \) has learnt nothing new about how to prove that \( x \) has the given property. We start with an example.
**Example 11.8** A PZK proof for GRAPH ISOMORPHISM

**GRAPH ISOMORPHISM**

Input: two graphs $G_1$ and $G_2$ with vertex set $\{1, 2, \ldots, n\}$

Question: are $G_1$ and $G_2$ isomorphic?

Consider the following interactive proof system

1. The prover $P$ chooses a random permutation $\pi \in R S_n$. She then computes $H = \pi(G_1)$ and sends $H$ to $V$.
2. The verifier $V$ chooses a random index $i \in R \{1, 2\}$ and sends this to $P$.
3. The prover $P$ computes a permutation $\sigma \in S_n$ such that $H = \sigma(G_i)$ and sends $\sigma$ to $V$.
4. The verifier $V$ checks that $H$ is the image of $G_i$ under the permutation $\sigma$.

Steps (1)–(4) are repeated $t$ times and $V$ accepts $P$’s proof iff the check in step (4) is successful every time, otherwise $V$ rejects the proof.

Now consider the probability that $V$ accepts $(G_1, G_2)$. If $G_1$ and $G_2$ are isomorphic then $P$ can in each case find a permutation $\sigma$ such that $H = \sigma(G_i)$ so the probability of $V$ accepting is 1.

If $G_1$ and $G_2$ are not isomorphic then, no matter what dishonest strategy a prover employs, she can only fool $V$ at most half of the time since either she chooses $H = \pi(G_1)$ and so she can give the correct response when $i = 1$ or she chooses $H = \pi(G_2)$ and so can give the correct response when $i = 2$. However, to fool $V$ she needs to answer correctly all $t$ times and the probability that this occurs is at most

$$\Pr[V \text{ accepts } (G_1, G_2)] = \left(\frac{1}{2}\right)^t.$$ 

Note that it is easy to see that all of $V$’s computations may be performed in polynomial time. Hence this is a polynomial time interactive proof.

Intuitively this must be a zero-knowledge proof because *all* that $V$ learns in each round is a random isomorphic copy $H$ of $G_1$ or $G_2$ and a permutation which takes either $H \rightarrow G_1$ or $H \rightarrow G_2$ but not both. Crucially $V$ could have computed these for himself *without interacting with* $P$. He could simply have chosen a random index $i \in R \{1, 2\}$ and a random permutation $\sigma \in R S_n$ and then formed the graph $H = \sigma(G_i)$.

To make this idea more precise we say that $V$’s *transcript* of the interactive proof consists of the following:

1. the graphs $G_1$ and $G_2$;
2. the messages exchanged between $P$ and $V$;
3. the random numbers $i_1, i_2, \ldots, i_t$. 

In other words the transcript is

\[ T = [(G_1, G_2), (H_1, i_1, \sigma_1), (H_2, i_2, \sigma_2), \ldots, (H_t, i_t, \sigma_t)]. \]

The key reason why this interactive proof is perfect zero knowledge is that if \( G_1 \) and \( G_2 \) are isomorphic then anyone can forge these transcripts, whether or not they actually participate in an interactive proof with \( P \). All a forger requires is the input and a polynomial time PTM.

Formally, we can define a forger to be a polynomial time PTM, \( F \), which produces forged transcripts. For such a machine and an input \( x \) we let \( \mathcal{F}(x) \) denote the set of all possible forged transcripts and \( T(x) \) denote the set of all possible true transcripts (obtained by \( V \) actually engaging in an interactive proof with \( P \) on input \( x \)).

We have two probability distributions on the set of all possible transcripts (both true or forged).

First, we have \( \Pr_T[T] \), the probability that \( T \) occurs as a transcript of an actual true interactive proof conducted by \( V \) with \( P \) on input \( x \). This depends on the random bits used by \( V \) and \( P \). Second, we have \( \Pr_F[T] \), the probability that \( T \) is the transcript produced by the forger \( F \), given input \( x \). This depends only on the random bits used by \( F \) (since \( V \) and \( P \) play no part in producing the forgery).

An interactive proof system for a language \( L \) is perfect zero knowledge iff there exists a forger \( F \) such that for any \( x \in L \) we have

(i) the set of forged transcripts is identical to the set of true transcripts. That is \( \mathcal{F}(x) = T(x) \),
(ii) the two associated probability distributions are identical. That is for any transcript \( T \in T(x) \) we have \( \Pr_T[T] = \Pr_F[T] \).

**Proposition 11.9** The interactive proof system for GRAPH ISOMORPHISM given above is perfect zero knowledge.

**Proof:** To simplify matters we assume that the verifier is honest and follows the protocol correctly.

Suppose \( G_1 \) and \( G_2 \) are isomorphic what does a possible transcript consist of? Well it looks like

\[ T = [(G_1, G_2), (H_1, i_1, \sigma_1), (H_2, i_2, \sigma_2), \ldots, (H_t, i_t, \sigma_t)], \]

where each \( i_j \in \{1, 2\} \), each \( \sigma_j \in S_n \) and each \( H_j = \sigma_j(G_{i_j}) \). Our forger \( F \) knows the input \( (G_1, G_2) \) and so can easily produce any of the possible true transcripts. All he needs to do is first write down the input and then choose
random $i \in_R \{1, 2\}$ and $\sigma \in_R S_n$ and form the triple $(\sigma(G_i), i, \sigma)$. He then repeats this $t$ times to produce a transcript.

Clearly the set of forged transcripts and the set of true transcripts will be identical, so $\mathcal{F}(G_1, G_2) = \mathcal{T}(G_1, G_2)$.

Moreover the forger $F$ will have an equal chance of producing any possible transcript. But it is also the case that true transcripts produced by the interaction of $V$ with $P$ will also occur with equal probability. Hence if the total number of transcripts is $N$ and $T$ is a transcript then

$$\Pr_T[T] = \Pr_{\mathcal{F}}[T] = \frac{1}{N}.$$ 

So both conditions hold. \hfill \square

Unfortunately the above proof is incomplete. To show that the protocol really is PZK we need to deal with the possibility that the verifier may be dishonest. If he is, then proving perfect zero knowledge is more difficult, see for example Goldreich, Micali and Wigderson (1991).

**Example 11.10** A PZK proof for QUADRATIC RESIDUE.

QUADRATIC RESIDUE (QR)

Input: integer $n$ the product of two unknown distinct primes and an integer $b \in \mathbb{Z}_n^*$.

Question: is $b$ a quadratic residue mod $n$?

Obviously there is a protocol showing that QR belongs to IP, the prover simply gives the verifier a square root of $b$ mod $n$. Clearly this is not a zero-knowledge proof. However, there is a zero-knowledge interactive proof which we describe below.

1. The prover $P$ chooses a random $x \in_R \mathbb{Z}_n^*$ and sends $y = x^2 \mod n$ to $V$.
2. The verifier $V$ chooses a random integer $i \in_R \{0, 1\}$ and sends $i$ to $P$.
3. The prover $P$ computes

$$z = \begin{cases} 
  x \mod n, & \text{if } i = 0, \\
  x\sqrt{b} \mod n, & \text{if } i = 1,
\end{cases}$$

and sends this to $V$.
4. The verifier $V$ accepts iff $z^2 = b^i y \mod n$.

Clearly if $b$ is a quadratic residue mod $n$ then the prover can always pass this test.

If $b$ is not a quadratic residue mod $n$ then any prover will always fail one of the possible tests no matter what she chooses as $y$. To be precise if a prover
sends $y = x^2 \mod n$ then she will be able to respond correctly to the challenge $i = 0$ but not to the challenge $i = 1$ (since $\sqrt{b}$ does not exist). While if she tries to cheat and chooses $y = b^{-1} x^2 \mod n$ then she will now be able to respond correctly to the challenge $i = 1$ by sending $z = x$ but not to the challenge $i = 0$ (again because $\sqrt{b}$ does not exist). So whatever a prover does if $b$ is a quadratic non-residue then
\[
\Pr[V \text{ accepts } b] \leq \frac{1}{2}.
\]
Hence this is a polynomial time interactive proof but is it a PZK proof?

We need to consider what $V$ learns in the process of interacting with $P$. After $t$ rounds of interaction with $P$, the verifier $V$ has the following transcript
\[
T = [(n, b), (x_1^2, i_1, x_1 b^{i_1/2}), (x_2^2, i_2, x_2 b^{i_2/2}), \ldots, (x_t^2, i_t, x_t b^{i_t/2})],
\]
where each $x_j \in \mathbb{Z}_n^*$ and $i_j \in \{0, 1\}$.

We now consider how a forger might produce such a transcript. First he writes down the input $(n, b)$. He then chooses $i \in \{0, 1\}$. If $i = 0$ he chooses $x \in \mathbb{Z}_n^*$ and calculates $y = x^2 \mod n$. If $i = 1$ he chooses $x \in \mathbb{Z}_n^*$ and computes $b^{-1} \mod n$ and $y = x^2 b^{-1} \mod n$. Finally he produces the forged triple $(y, i, x)$.

It is straightforward to check that this forging algorithm produces transcripts with an identical probability distribution to that of the true transcripts.

**Exercise 11.3** Complete the proof that the interactive proof system for QR given above is perfect zero knowledge, assuming that the verifier is honest.

### 11.5 Computational zero knowledge

With perfect zero knowledge we required the forger to be able to forge transcripts with exactly the same probability distribution as that of the true transcripts produced by interactions between $V$ and $P$. This is a rather strong condition.

If we wish to use zero-knowledge proofs as the basis of identification schemes then perfect zero knowledge is stronger than we need. Rather than requiring the distributions of true and forged transcripts to be identical it is sufficient to require the two distributions to be indistinguishable to an adversary.

Thus we introduce the weaker notion of *computational zero knowledge (CZK)*. A language $L$ has a CZK proof if there is an interactive proof system for $L$ and a forger $F$ who produces transcripts with a distribution that differs from the distribution of the true transcripts in a way that is indistinguishable to anyone equipped with a polynomial time PTM.
11.5 Computational zero knowledge

Under certain assumptions about one-way functions, all languages in NP have CZK proofs.

A vital tool required in the proof of this result is a bit commitment scheme so we first explain what this is and why they exist (so long as one-way functions exist). In passing we will also discover how to toss a coin over the telephone!

**Bit commitment**

Suppose Bob wants Alice to commit to the value of a single bit, either 0 or 1. Alice is willing to do this but she does not want Bob to know which bit she has chosen until some later date. How can Bob ensure that Alice commits to a particular (unknown) bit in such a way that she cannot lie about her choice later?

One possible solution is for Alice to use a one-way permutation, \( f : \{0, 1\}^* \rightarrow \{0, 1\}^* \), with hard-core predicate \( B(x) \). She chooses \( x \in \{0, 1\} \) such that \( B(x) \in \{0, 1\} \) is the bit to which she wishes to commit. She then sends her commitment \( C = f(x) \) to Bob.

Later, Alice can decommit and reveal the bit she chose by sending Bob the value \( x \). She cannot cheat since \( f \) is a permutation so there is a unique \( x \) for which \( f(x) = C \). Moreover, given \( x \), Bob can easily compute \( f(x) \) and \( B(x) \) so Bob can easily decide which bit Alice originally chose and check that she did not cheat.

The security of this scheme relies on the fact that \( B(x) \) is a hard-core predicate and so if Bob tries to guess this bit he will be wrong with probability essentially \( 1/2 \).

Using Theorem 10.8 we know that if any one-way permutation exists then a one-way permutation with a hard-core predicate exists. Thus as long as one-way permutations exist we know that bit commitment schemes exist.

Note that rather than committing to a single bit, Alice could commit to any number of bits: she simply commits to each bit in turn. Hence we can talk about commitment schemes in which Alice commits to some integer in a given range, rather than just a single bit.

One rather nice use of a bit commitment scheme is to devise a fair method of tossing a coin over the telephone.

**How to toss a coin over the telephone**

Alice and Bob wish to toss a coin but are unfortunately in different locations and only have a telephone line to help. What can they do to ensure that neither of them can cheat?
Rather than a coin we imagine that they choose a single bit $z \in \{0, 1\}$. Moreover we assume that Alice wins if the bit is 0 and Bob wins if the bit is 1.

Obviously it would not be fair for only one of them to choose the bit so both must be involved. One possibility is Alice chooses a bit $a$ and Bob chooses a bit $b$ and the outcome of the coin toss is the bit $a \oplus b$. But the problem with this is that whoever gets to choose their bit last can ensure they win.

We can fix this by using a bit commitment scheme as follows.

1. Alice chooses a bit $a \in \{0, 1\}$ and sends Bob a commitment to this value $C(a)$.
2. Bob now has no idea which bit Alice has chosen and he simply chooses another bit $b$ and sends this to Alice.
3. Alice then decommits and the outcome of the coin toss is the bit $a \oplus b$.

Since Bob chooses his bit last he decides the outcome. But because he has no idea what Alice has chosen he has no way to influence this!

We now return to computational zero-knowledge proofs.

**Theorem 11.11** If a one-way permutation exists then every language in $\mathsf{NP}$ has a computational zero-knowledge proof.

**Proof:** There are two parts to the proof.

1. Show that the $\mathsf{NP}$-complete problem 3-COL has a CZK proof.
2. Using the fact that any language $L \in \mathsf{NP}$ is polynomially reducible to 3-COL show that $L$ also has a CZK proof.

We start by describing a zero-knowledge proof of 3-COL. Let $G = (A, E)$ be the input graph, with vertex set $A = \{v_1, \ldots, v_n\}$ and edge set $E$. Suppose that $G$ is 3-colourable. (That is there is a way of assigning three colours to the vertices of $G$ so that no two vertices of the same colour are joined by an edge.)

Now $P$ wishes to convince $V$ that $G$ is 3-colourable but she cannot simply show a particular 3-colouring to $V$ since that would clearly not be a zero-knowledge proof.

Instead $P$ uses a commitment scheme. She chooses a 3-colouring of $G$ and sends $V$ commitments for the colours of all the vertices.

Then $V$ chooses a random edge in the graph and asks $P$ to decommit to the colours of the two end vertices. He then checks that they do indeed have different colours.

They then repeat this process, with $P$ using a different 3-colouring of $G$.

If $G$ is not 3-colourable then in any colouring of $G$ at least one of the edges of $G$ is monochromatic (that is both vertices have the same colour). Since $V$
chooses which edge to check at random he discovers this with probability at least $1/|E|$. Thus by repeating the checks $t$ times he can be almost certain that the graph is 3-colourable.

We describe the protocol in more detail below.

1. The prover $P$ selects a legal 3-colouring $\phi$ of $G = (A, E)$, so $\phi : A \rightarrow \{1, 2, 3\}$.
2. Then $P$ chooses a random permutation of the colour set $\pi \in_R S_3$ and forms the colouring
   \[ M = (\pi \phi(v_1), \pi \phi(v_2), \ldots, \pi \phi(v_n)) \]
3. Next $P$ uses a commitment scheme to commit to the colours of the vertices as
   \[ C_1 = C(\pi \phi(v_1)), C_2 = C(\pi \phi(v_2)), \ldots, C_n = C(\pi \phi(v_n)). \]
4. Then $P$ sends $C = (C_1, C_2, \ldots, C_n)$ to $V$.
5. The verifier $V$ asks for the colours of the vertices of a random edge $e \in_R E$, say $e = (v_a, v_b)$.
6. First $P$ checks that $(v_a, v_b)$ is an edge. If it is she decommits to the colours $\pi \phi(v_a)$ and $\pi \phi(v_b)$.
7. Then $V$ checks that $P$ has not cheated (that is she has decommitted honestly) and that $\pi \phi(v_a) \neq \pi \phi(v_b)$. If not then he rejects.

How convincing is this proof system for $V$?

If $G$ is 3-colourable and both participants follow the protocol then $V$ will always accept. Hence the completeness condition holds.

If $G$ is not 3-colourable then the probability that $V$ rejects on one round is at least

\[ \Pr[V \text{ picks an edge with a bad colouring}] \geq \frac{1}{|E|}. \]

Hence repeating the protocol $t$ times gives

\[ \Pr[V \text{ is deceived}] \leq \left(1 - \frac{1}{|E|}\right)^t. \]

If $G$ has $m$ edges and we take $t = m^2$ this gives

\[ \Pr[V \text{ is deceived}] \leq e^{-m}. \]

Thus the soundness condition holds and hence this is a polynomial time interactive proof for 3-COL.
But what information does $P$ reveal? A transcript of a single round of the protocol is of the form

$$T = [(C_1, C_2, \ldots, C_n), (v_a, v_b), (D_a, D_b)],$$

where $C_1, \ldots, C_n$ are the commitments to the colours of the vertices, $(v_a, v_b)$ is a random edge of $G$ and $(D_a, D_b)$ is the decommitment information that $P$ sends to $V$ to allow him to check the colours of the vertices $v_a$ and $v_b$ to which she previously committed.

So how might forger $F$ proceed? Unless $F$ actually knows a 3-colouring of $G$ there is no obvious way for him to forge transcripts perfectly. (Note that this would require $F$ to solve an NP-hard problem.) But he can still do the following. He chooses a random edge $(v_a, v_b) \in R E$ and chooses two random distinct colours for these vertices. He then forms the colouring of $G$ that colours every vertex with colour 1, apart from the vertices $v_a$ and $v_b$ which receive the previously chosen colours. He then uses the same commitment scheme as $P$ to commit to this colouring. His forged transcript then consists of his commitments to the (almost certainly illegal) colouring of $G$, the edge $(v_a, v_b)$ and the decommitment information for the colours of $v_a$ and $v_b$.

Forged transcripts produced in this way certainly do not have a probability distribution which is identical to that of the true transcripts, but an adversary armed with a polynomial time PTM cannot distinguish between the true and forged transcripts without breaking the security of the commitment scheme. But this is impossible since the security of the commitment scheme was based on a hard-core predicate of a one-way function.

Note that the forger is able to ‘cheat’ when he produces these fake transcripts in a way that $P$ cannot when interacting with $V$ since $F$ can produce his ‘commitments’ after he has chosen the edge which will be checked. Obviously $P$ cannot do this because the interactive nature of the proof system forces her to commit before being told which edge will be checked.

One final point to note is that the forger can repeat this process for a polynomial number of rounds.

Hence this gives a CZK proof of 3-COL.

Finally we note that any language $L \in \text{NP}$ has a CZK proof since $L$ is polynomially reducible to 3-COL.

Although Theorem 11.11 tells us that any language in NP has a CZK proof it is still illuminating to see CZK proofs of other NP languages. The next CZK proof we will consider is one for the language HAM CYCLE.

Recall that a Hamilton cycle of a graph $G$ is an ordering of the vertices of $G$ such that consecutive vertices are joined by an edge and the first and last vertices are also joined by an edge.
HAM CYCLE
Input: a graph $G$.
Question: does $G$ have a Hamilton cycle?

Recall that we can encode a graph via its adjacency matrix. If $G$ has $n$ vertices this is the $n \times n$ matrix whose $(i, j)$th entry is 1 if there is an edge from $v_i$ to $v_j$ and 0 otherwise.

**Example 11.12** A CZK proof of HAM CYCLE.

Given a graph $G$ with a Hamilton cycle, the protocol is as follows.

1. The prover $P$ chooses a random permutation $\pi \in \mathbb{R} S_n$ and reorders the vertices to give the graph $H = \pi(G)$.
2. Using a commitment scheme $P$ sends $V$ commitments to all of the entries in the adjacency matrix of $H$.
3. Then $V$ randomly chooses $i \in \mathbb{R} \{0, 1\}$ and sends $i$ to $P$.
4. If $i = 0$ then $P$ sends $V$ a Hamilton cycle $C$ of $H$ and decommits only to those bits of the hidden matrix corresponding to the edges in $C$.
   If $i = 1$ then $P$ decommits to the entire hidden matrix and sends the permutation $\pi$ to $V$.
5. If $i = 0$ then $V$ checks that $P$ decommitted correctly to the edges in $C$ and that $C$ is indeed a Hamilton cycle. If not then $V$ rejects.
   If $i = 1$ then $V$ checks that $P$ decommitted correctly and that the permutation $\pi$ does map $G$ to $H$. If not then $V$ rejects.

We first need to check that this is a polynomial time interactive proof system.

When $G$ has a Hamilton cycle $P$ can always make $V$ accept by simply following the protocol. Hence the completeness condition holds.

But what if $G$ does not have a Hamilton cycle? In this case any prover has probability at least 1/2 of failing. Since either the prover uses a different adjacency matrix to that of $H$, and so is unable to respond correctly to the challenge $i = 1$, or she uses the correct adjacency matrix, and so is unable to respond correctly to the challenge $i = 0$ as $H$ does not contain a Hamilton cycle. This shows that the soundness condition also holds and hence this is a polynomial time interactive proof of HAM CYCLE.

To see that this is a CZK proof we need to consider what the transcripts look like. Let $N = n^2$ be the size of the adjacency matrix then a true transcript of a single round is of the form

$$T = [(C_1, C_2, \ldots, C_N), 0, (D_{a_1}, D_{a_2}, \ldots, D_{a_n})],$$

or

$$T = [(C_1, C_2, \ldots, C_N), 1, \pi, (D_1, D_2, \ldots, D_N)].$$
where the $C_i$s are the commitments to the matrix entries, the $D_i$s are the decommitment values and $\pi$ is a permutation.

A forger can do the following. He first chooses $i \in_R \{0, 1\}$. If $i = 0$ he chooses a random Hamilton cycle on $n$ vertices and forms its adjacency matrix. He then uses the same commitment scheme as $P$ to commit to this matrix. His forged transcript then consists of his commitments to the entire matrix, the value 0 and the decommitment values for the entries in the matrix corresponding to the edges of the Hamilton cycle.

If $i = 1$ the forger simply chooses a random permutation $\pi \in_R S_n$, forms $H = \pi(G)$ and then uses the same commitment scheme as $P$ to commit to the adjacency matrix of $H$. His forged transcript then consists of his commitments to the entire matrix, the value 1, the permutation $\pi$ and the decommitment values for all the entries of the matrix.

As with the CZK proof for 3-COL the distributions of true and forged transcripts are not identical. However, no polynomial time PTM can distinguish between them since this would involve breaking the security of the commitment scheme which is impossible since this was based on a hard-core predicate of a one-way function.

**Exercise 11.4** Modify Example 11.12 to show that $CLIQUE$ has a computational zero-knowledge proof.

### 11.6 The Fiat–Shamir identification scheme

A possible motivation for studying zero-knowledge proofs is the problem of authentication at cash dispensing machines. Instead of typing in a secret 4 or 6 digit number one would take on the role of the prover Peggy in a zero-knowledge proof system. This was suggested by Fiat and Shamir in 1987 and then modified by Feige, Fiat and Shamir (1988) in a paper which the US army briefly attempted to classify. For a very interesting account of the background involving the Fiat–Shamir protocol, the military connections and patents see Landau (1988). We present a simplified version of the Fiat–Shamir scheme below.

**Setup:**

1. A trusted third party Trent publishes a large public modulus $n = pq$ keeping the primes $p$ and $q$ secret.
2. Peggy secretly selects a random $1 \leq s \leq n - 1$ and computes $v = s^2 \mod n$ and registers $v$ with Trent as her public key.
Protocol: Repeat the following $t$ times. Victor accepts Peggy’s proof of identity iff all $t$ rounds succeed.

1. Peggy chooses a random ‘commitment’ $1 \leq r \leq n - 1$. She then computes the ‘witness’ $x = r^2 \mod n$ and sends $x$ to Victor.
2. Victor chooses a random ‘challenge’ $e \in R \{0, 1\}$ and sends this to Peggy.
3. Peggy computes the ‘response’ $y = rs^e \mod n$ and sends this to Victor.
4. If $y = 0$ or $y^2 \neq xv^e \mod n$ then Victor rejects otherwise he accepts.

Clearly Peggy can identify herself since whichever challenge is issued by Victor she can respond correctly.

But should Victor be convinced? A cheating prover, say Oscar, who does not know Peggy’s secret key $s$ could either send the witness $r^2$ or $r^2v^{-1}$ to Victor in step (1). In the former case Oscar can respond to the challenge ‘$e = 0$’ (with $r$) but not ‘$e = 1$’. Similarly in the latter case Oscar can respond to the challenge ‘$e = 1$’ (with $r$) but not the challenge ‘$e = 0$’. In both cases if Oscar could respond to both possible challenges then he could calculate Peggy’s private key $s$ and hence is able to compute square roots mod $n$. But as we saw in Proposition 7.16 this is equivalent to being able to factor $n$.

Hence assuming that factoring is intractable a dishonest prover can fool Victor with probability at most $1/2$.

To see that this is a zero-knowledge proof consider the transcript of a single round of the protocol $(r^2, e, rs^e)$, where $1 \leq r \leq n - 1$ and $e \in R \{0, 1\}$ are both random.

A forger could do the following. First he chooses $e \in R \{0, 1\}$. If $e = 0$ then he chooses random $1 \leq r \leq n - 1$ and computes $y = r^2 \mod n$. If $e = 1$ then he chooses random $1 \leq r \leq n - 1$ and computes $v^{-1} \mod n$ and $y = r^2v^{-1} \mod n$. Finally he forges the triple $(y, e, r)$.

A more efficient variant of this scheme is the modified identification protocol of Feige, Fiat and Shamir (1988).

Since the appearance of this scheme several others with the same objective have been proposed: see the review of Burmester, Desmedt and Beth (1992) and Chapter 10 of Menezes, van Oorschot and Vanstone (1996).

Exercise 11.5 Prove that in the Fiat–Shamir scheme, even if Peggy chooses her secret value $s$ from some strange probability distribution on $\mathbb{Z}_n$ then $y = rs \mod n$ will still be distributed uniformly at random in $\mathbb{Z}_n$ provided that so is $r$.

Exercise 11.6 A cash machine uses the Fiat–Shamir scheme for customer identification. It operates with a security threshold $\alpha$, this is the probability that a dishonest customer will successfully fool the machine. If a $k$-bit
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Public modulus $n$ is used how long does the identification procedure take?

Problems

11.1 Let $\text{IP}(m, r)$ be the class of languages with interactive proofs in which on input $x$ the verifier uses at most $r(|x|)$ random bits and the total number of messages exchanged is at most $m(|x|)$.

(a) Prove that $\text{IP}(0, \text{poly}) = \text{co-RP}$.

(b) Prove that $\text{IP}(2, 0) = \text{NP}$. (Recall that the first message to be sent comes from $V$.)

(c) Prove that $\text{IP}(\text{poly}, \text{log}) = \text{NP}$.

11.2 Prove that if $L_1$ and $L_2$ belong to $\text{IP}$ then so does $L_1 \cap L_2$.

11.3 Show that $\text{IP} \subseteq \text{PSPACE}$. (In fact $\text{IP} = \text{PSPACE}$.)

11.4 Consider the problem of selecting a permutation uniformly at random from $S_n$. Prove that this can be done in time polynomial in $n$.

11.5 Show formally that $\text{GRAPH NON-ISOMORPHISM} \in \text{IP}$. (This is another example of a language that belongs to $\text{IP}$ but is not known to belong to $\text{NP}$.)

11.6 We say that a language $L$ has an interactive proof system with error probability $p$ if there exists a verifier $V$ and prover $P$ such that the following hold.

(i) If $x \in L$ then $\Pr[(V, P) \text{ accepts } x] \geq 1 - p$.

(ii) If $x \notin L$ then for any (possibly malicious) prover $P'$,

$$\Pr[(V, P') \text{ accepts } x] \leq p.$$ 

Prove that the following statements are equivalent.

(a) There exists a constant $0 < \epsilon < 1/2$ such that $L$ has an interactive proof system with error probability $\epsilon$.

(b) For every constant $0 < \epsilon < 1/2$, $L$ has an interactive proof system with error probability $\epsilon$.

11.7 Consider the PZK proof for $\text{GRAPH ISOMORPHISM}$ given in Example 11.8.

(a) Can $P$’s computations be done in polynomial time?

(b) Show that if $P$ knows a single isomorphism between $G_1$ and $G_2$ then this is possible.

Further notes

The introduction and formalisation of the concept of an interactive proof is due to Goldwasser, Micali and Rackoff (1989) but the ideas had been circulated in
an extended abstract presented at STOC 1985. The article by Johnson (1988) in his NP-completeness column gives an interesting account of the state of knowledge at that time and the relationship with Arthur–Merlin proof systems which had been introduced by Babai (1985).

The concept of a zero-knowledge proof was also proposed first in the paper of Goldwasser, Micali and Rackoff (1989). Zero-knowledge schemes for GI, GNI and 3-COL were proposed by Goldreich, Micali and Wigderson (1991). The zero-knowledge protocol for HAM CYCLE presented in Example 11.12 is attributed by Luby (1996) to M. Blum.

Coin-tossing over the telephone was proposed by Blum (1983).

The original authentication/signature scheme of Fiat and Shamir (1987) was modified by Feige, Fiat and Shamir (1988). For an interesting account of the difficulties arising in patenting this see Landau (1988).

The remarkable result that $\text{IP} = \text{PSPACE}$ was proved by Shamir (1990) but the real breakthrough came earlier that year when Lund, Fortnow, Karloff and Nisan (1992) introduced the idea of using algebraic methods to show that hard counting problems such as evaluating the permanent of a matrix, or counting satisfying assignments to a CNF formula had interactive proofs. Hitherto it had not even been known that $\text{co-NP} \subseteq \text{IP}$.
Appendix 1
Basic mathematical background

A1.1 Order notation

Let \( f : \mathbb{N} \rightarrow \mathbb{N} \) and \( g : \mathbb{N} \rightarrow \mathbb{N} \) be two functions. We say that \( f \) is of order \( g \) and write \( f(n) = O(g(n)) \) iff there exist \( a, b \in \mathbb{R}^+ \) such that \( f(n) \leq ag(n) \) for every \( n \geq b \). Informally this means that \( f \) is bounded above by a constant multiple of \( g \) for sufficiently large values of \( n \).

For example if \( f(n) = n^2 + 3n + 2 \) then \( f(n) = O(n^2) \). Note that we also have \( f(n) = O(n^3) \), indeed \( f(n) = O(n^k) \) for any \( k \geq 2 \).

One important case is \( f(n) = O(1) \) which denotes the fact that \( f \) is bounded.

Manipulation of \( O \)-notation needs to be performed with care. In particular it is not symmetric, in the sense that \( f(n) = O(g(n)) \) does not imply that \( g(n) = O(f(n)) \). For example \( n = O(n^2) \) but \( n^2 \neq O(n) \).

We write \( f(n) = \Omega(g(n)) \) to denote \( g(n) = O(f(n)) \). If both \( f(n) = O(g(n)) \) and \( f(n) = \Omega(g(n)) \) then we write \( f(n) = \Theta(g(n)) \).

A1.2 Inequalities

The following useful inequality holds for all \( x \in \mathbb{R} \)

\[
1 + x \leq e^x.
\]

The factorial of an integer \( n \geq 1 \) is simply

\[
n! = n(n - 1)(n - 2) \cdots 2 \cdot 1.
\]

For example \( 5! = 5 \cdot 4 \cdot 3 \cdot 2 \cdot 1 = 120 \). Note that \( 0! = 1 \) by definition.

The binomial coefficient \( \binom{n}{k} \), ‘\( n \) choose \( k \)’, is the number of subsets of size \( k \), of a set of size \( n \)

\[
\binom{n}{k} = \frac{n!}{k!(n-k)!}.
\]

For example \( \binom{5}{2} = 10 \).
The following simple inequalities often prove useful (the first is essentially Stirling’s formula)

\[
\sqrt{2\pi n} \left( \frac{n}{e} \right)^n \leq n! \leq \sqrt{2\pi n} \left( \frac{n}{e} \right)^n e^{1/12n}
\]

and

\[
\binom{n}{k}^k \leq \binom{n}{k} \leq \left( \frac{en}{k} \right)^k.
\]
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Graph theory definitions

A graph, \( G = (V, E) \), consists of a set \( V \) of vertices and a set \( E \) of unordered pairs of vertices called edges.

A clique in \( G = (V, E) \) is a subset \( W \subseteq V \) such that any pair of vertices in \( W \) forms an edge in \( E \). A clique is said to have order \( k \geq 1 \) if \( |W| = k \).

An independent set of vertices in a graph \( G = (V, E) \) is a subset \( W \subseteq V \) such that \( W \) does not contain any edges from \( E \).

A \( k \)-colouring of a graph \( G = (V, E) \) is a function \( c : V \rightarrow \{1, 2, \ldots, k\} \) satisfying \( \{v, w\} \in E \iff c(v) \neq c(w) \).

A graph \( G \) is said to be \( k \)-colourable if there exists a \( k \)-colouring of \( G \).

A graph \( G = (V, E) \) is bipartite if there is a partition of \( V = W_1 \cup W_2 \) such that every edge in \( E \) joins a vertex of \( W_1 \) to a vertex of \( W_2 \).

A path in a graph \( G = (V, E) \) is a collection of distinct vertices \( \{v_1, v_2, \ldots, v_t\} \) such that \( \{v_i, v_{i+1}\} \in E \) for \( 1 \leq i \leq t - 1 \). If we also have \( \{v_1, v_t\} \in E \) then this is a cycle.

A path (respectively cycle) containing all of the vertices of a graph is called a Hamilton path (respectively Hamilton cycle). If a graph contains a Hamilton cycle then it is said to be Hamiltonian.

Two graphs \( G = (V_G, E_G) \) and \( H = (V_H, E_H) \) are said to be isomorphic iff there is a bijection \( f : V_G \rightarrow V_H \) such that \( \{f(v), f(w)\} \in E_H \iff \{v, w\} \in E_G \).

In some situations we will require graphs that have directed edges. A directed graph or digraph is \( G = (V, E) \) where \( V \) is a set of vertices and \( E \) is a set of ordered pairs of vertices called directed edges. A directed path joining vertices \( v, w \in V \) is a collection of distinct vertices \( \{v_1, \ldots, v_t\} \) such that \( v_1 = v, v_t = w \) and for \( 1 \leq i \leq t - 1 \) there is a directed edge \( (v_i, v_{i+1}) \in E \).
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Algebra and number theory

A3.1 Polynomials

We denote the set of polynomials in \( k \) variables with integer coefficients by \( \mathbb{Z}[x_1, x_2, \ldots, x_k] \). For example

\[
f(x_1, x_2, x_3) = 2x_1 x_2 + 2x_2^2 x_3^4 + 3x_1 x_2 x_3^5 + 6.
\]

A monomial is a single term polynomial, for example

\[
g(x_1, x_2) = 3x_1^3 x_2^8.
\]

The degree of a monomial is the sum of the powers of the variables. So the degree of \( g(x_1, x_2) \) given above is \( 3 + 8 = 11 \). The degree of a polynomial is the maximum degree of the monomials occurring in the polynomial. For example the degree of \( f(x_1, x_2, x_3) \) given above is \( \max\{2, 11, 7, 0\} = 11 \).

A3.2 Groups

A group is a pair \((G, \cdot)\), where \( G \) is a set and \( \cdot \) is a binary operation on \( G \), satisfying the following conditions:

(i) if \( g, h \in G \) then \( g \cdot h \in G \);
(ii) if \( g, h, k \in G \) then \( g \cdot (h \cdot k) = (g \cdot h) \cdot k \);
(iii) there exists \( 1_G \in G \) such that for every \( g \in G \), \( g \cdot 1_G = g = 1_G \cdot g \);
(iv) for each \( g \in G \) there exists \( g^{-1} \in G \) such that \( g \cdot g^{-1} = 1_G = g^{-1} \cdot g \).

If \((G, \cdot)\) is a group then \( H \subseteq G \) is a subgroup of \( G \) if \( H \) forms a group under the binary operation of \( G \). In particular, \( H \subseteq G \) is a subgroup of \( G \) iff it satisfies the following conditions:

(i) if \( g, h \in H \) then \( g \cdot h \in H \);
(ii) \( 1_G \in H \);
(iii) if \( h \in H \) then \( h^{-1} \in H \).
The order of a group \( G \) is the number of elements in \( G \) and is denoted by \( |G| \).

One important example of a group that we will use is \( S_n \) the symmetric group of order \( n \). This is the group of all permutations on a set of \( n \) elements, with composition as the binary operation.

The order of an element \( g \) in the group \( (G, \cdot) \) is defined by

\[
\text{ord}(g) = \min\{k \geq 1 \mid g^k = 1_G\}.
\]

The subgroup generated by an element \( g \in G \) is

\[
\langle g \rangle = \{g^i \mid 1 \leq i \leq \text{ord}(g)\}.
\]

One of the most important results in group theory is Lagrange’s theorem.

**Theorem A3.1 (Lagrange)** If \( H \) is a subgroup of \( G \) then \( |H| \) divides \( |G| \) exactly.

One important corollary we will use is the following.

**Corollary A3.2** If \( H \) is a proper subgroup of a group \( G \) then \( |H| \leq |G|/2 \).

The following result is a special case of Lagrange’s theorem.

**Corollary A3.3** If \( G \) is a group and \( g \in G \) then \( \text{ord}(g) \) divides \( |G| \) exactly.

### A3.3 Number theory

An integer \( d \) is a divisor of an integer \( n \) iff there is an integer \( c \) such that \( n = cd \). We denote this by \( d \mid n \) and say that \( d \) divides \( n \). If \( d \mid n \) and \( d \neq n \) then \( d \) is a proper divisor of \( n \). If \( d \mid n \) and \( d \neq 1 \) then \( d \) is a non-trivial divisor of \( n \).

If an integer \( n \geq 2 \) has no proper, non-trivial divisors then \( n \) is prime, otherwise \( n \) is composite.

Locally the distribution of primes among the natural numbers seems essentially random. However, the following theorem, a highlight of nineteenth-century mathematics, gives the asymptotic density of the primes.

**Theorem A3.4 (Prime Number Theorem)** If \( \pi(n) \) denotes the number of primes less than or equal to \( n \) then

\[
\lim_{n \to \infty} \frac{\pi(n) \ln n}{n} = 1.
\]

The greatest common divisor of two integers \( m \) and \( n \) is

\[
\gcd(m, n) = \max\{d \mid d \text{ is a divisor of } m \text{ and } n\}.
\]

The integers \( m \) and \( n \) are said to be coprime iff \( \gcd(m, n) = 1 \).
Two integers $a$ and $b$ are said to be congruent modulo an integer $n$ iff $n|a - b$. We denote this by $a = b \mod n$.

If $n$ is a positive integer then the set of residues mod $n$ is

$$\mathbb{Z}_n = \{ a \mid 0 \leq a \leq n - 1 \}.$$  

This is a group under addition mod $n$ with identity 0. The set of non-zero residues mod $n$ is

$$\mathbb{Z}_n^+ = \{ a \mid 1 \leq a \leq n - 1 \}.$$  

**Theorem A3.5 (Chinese Remainder Theorem)** If $n_1, n_2, \ldots, n_k$ are pairwise coprime (that is $\gcd(n_i, n_j) = 1$ for $i \neq j$), and $N = \prod_{i=1}^{k} n_i$ then the following system of congruences has a unique solution mod $N$

$$x = a_1 \mod n_1$$
$$x = a_2 \mod n_2$$
$$\vdots$$
$$x = a_k \mod n_k.$$  

Moreover, writing $N_i = N / n_i$ and using Euclid’s algorithm to find $b_1, \ldots, b_k$ such that $b_i N_i = 1 \mod n_i$, the solution is given by

$$x = \sum_{i=1}^{k} b_i N_i a_i \mod N.$$  

The set of units mod $n$ is

$$\mathbb{Z}_n^* = \{ a \mid 1 \leq a \leq n - 1 \text{ and } \gcd(a, n) = 1 \}.$$  

This is a group under multiplication mod $n$ with identity 1.

If $p$ is prime then $\mathbb{Z}_p$ is a field.

The Euler totient function is $\phi : \mathbb{N} \to \mathbb{N}$ defined by $\phi(n) = |\mathbb{Z}_n^*|$. In particular if $n = p$ is prime then $\phi(p) = p - 1$.

If $g \in \mathbb{Z}_n^*$ then the order of $g$ is

$$\text{ord}(g) = \min \{ k \geq 1 \mid g^k = 1 \mod n \}.$$  

We have the following simple result.

**Proposition A3.6** If $g \in \mathbb{Z}_n^*$ and $g^k = 1 \mod n$ then $\text{ord}(g)|k$.

The following is a special case of Corollary A3.3.

**Theorem A3.7** If $g \in \mathbb{Z}_n^*$ then $\text{ord}(g)|\phi(n)$.

If $g \in \mathbb{Z}_n^*$ satisfies

$$\{ g, g^2, \ldots, g^{\phi(n)} \} = \mathbb{Z}_n^*$$  

then $g$ is a primitive root mod $n$. 
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Theorem A3.8 If \( k \geq 1 \) and \( n \) is of the form \( 2, 4, p^k \) or \( 2p^k \), where \( p \) is an odd prime, then there exists a primitive root mod \( n \).

Theorem A3.9 If \( p \) is prime then there exist \( \phi(p - 1) \) distinct primitive roots mod \( p \).

Theorem A3.10 (Euler’s Theorem) If \( n \in \mathbb{N} \) and \( a \in \mathbb{Z}_n^* \) then

\[
a^{\phi(n)} = 1 \mod n.
\]

The special case of this theorem when \( n = p \) is prime is of particular importance.

Theorem A3.11 (Fermat’s Little Theorem) If \( p \) is prime and \( a \in \mathbb{Z}_p^* \) then

\[
a^{p-1} = 1 \mod p.
\]

A related result (which can be used to prove Fermat’s Little Theorem) is the following.

Theorem A3.12 (Wilson’s Theorem) If \( p \) is prime then

\[
(p - 1)! = -1 \mod p.
\]

A residue \( y \in \mathbb{Z}_n^* \) is a quadratic residue mod \( n \) iff there exists \( x \in \mathbb{Z}_n^* \) such that \( x^2 = y \mod n \). Otherwise \( y \in \mathbb{Z}_n^* \) is said to be a quadratic non-residue mod \( n \).

We denote the set of quadratic residues mod \( n \) by \( Q_n \).

Theorem A3.13 (Euler’s Criterion) If \( p \) is an odd prime and \( y \in \mathbb{Z}_p^* \) then \( y \) is a quadratic residue mod \( p \) iff \( y^{(p-1)/2} = 1 \mod p \).

If \( p \) is prime we define the Legendre symbol of \( b \in \mathbb{Z}_p^* \) by

\[
\left( \frac{b}{p} \right) = \begin{cases} 
1, & \text{if } b \text{ is a quadratic residue mod } p, \\
-1, & \text{otherwise.}
\end{cases}
\]

Theorem A3.14 If \( p \) is a prime and \( a, b \in \mathbb{Z}_p^* \) then \( ab \) is a quadratic residue mod \( p \) iff \( a \) and \( b \) are both quadratic residues mod \( p \) or \( a \) and \( b \) are both quadratic non-residues mod \( p \). Equivalently we have

\[
\left( \frac{ab}{p} \right) = \left( \frac{a}{p} \right) \left( \frac{b}{p} \right).
\]
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Probability theory

In this text we will be using only the basic notions of discrete probability theory.

The sample space $\Omega$, which is the set of all possible outcomes, is restricted to being a countable set. The collections of events $\mathcal{F}$ can be taken to be all subsets of $\Omega$ and an event $A$ occurs if the outcome $\omega$ belongs to the set $A$.

For example the sample space of throwing a die would be $\{1, 2, 3, 4, 5, 6\}$ and a possible event could be $A = \{1, 3, 5\}$, the event that the die lands with an odd number face up.

Two events $A$ and $B$ are disjoint if $A \cap B = \emptyset$. The probability (measure) $\Pr$ is a function from $\mathcal{F}$ to $[0, 1]$ satisfying the following conditions.

(P1) For any event $A$, $0 \leq \Pr[A] \leq 1$.

(P2) $\Pr[\Omega] = 1$.

(P3) For any countable family of pairwise disjoint events $\{A_i \mid 1 \leq i < \infty\}$ we have

$$\Pr\left[\bigcup_{i=1}^{\infty} A_i\right] = \sum_{i=1}^{\infty} \Pr[A_i].$$

The triple $(\Omega, \mathcal{F}, \Pr)$ is called a probability space and it is easy to deduce the following consequences of the three axioms.

For any event $A$

$$\Pr[\Omega \setminus A] = 1 - \Pr[A].$$

For any two events $A$, $B$

$$\Pr[A \cap B] + \Pr[A \cup B] = \Pr[A] + \Pr[B].$$

A key concept is the conditional probability of an event $A$, given the occurrence of an event $B$. This is denoted by $\Pr[A \mid B]$ and only defined for $\Pr[B] > 0$ when

$$\Pr[A \mid B] = \frac{\Pr[A \cap B]}{\Pr[B]}.$$
A simple result concerning conditional probabilities that we will require is Bayes’ Theorem.

**Theorem A4.1** If $A$, $B$ are events satisfying $\Pr[A] > 0$ and $\Pr[B] > 0$ then

$$\Pr[A \mid B] \Pr[B] = \Pr[B \mid A] \Pr[A].$$

Two events $A$ and $B$ are **independent** if

$$\Pr[A \cap B] = \Pr[A] \Pr[B].$$

Whenever $\Pr[B] \neq 0$ this is equivalent to the natural condition; $A$, $B$ are independent iff

$$\Pr[A \mid B] = \Pr[A].$$

More generally $\{A_i \mid i \in I\}$ are **mutually independent** iff

$$\Pr\left[\bigcap_{i \in I} A_i\right] = \prod_{i \in I} \Pr[A_i].$$

A frequently used result, known as the **partition theorem**, allows complex events to be broken up into simpler sub-events.

**Theorem A4.2** If the events $\{B_i \mid 1 \leq i < \infty\}$ form a partition of $\Omega$, that is the $B_i$ are pairwise disjoint and their union is $\Omega$, then for any event $A$

$$\Pr[A] = \sum_{i=1}^{\infty} \Pr[A \mid B_i] \Pr[B_i],$$

where we assume that if any $\Pr[B_i] = 0$ then so is the corresponding term in the sum.

A **(discrete) random variable** on $(\Omega, \mathcal{F}, \Pr)$ is a function $X : \Omega \to \mathbb{R}$ which takes only countably many distinct values.

Two random variables $X, Y$ on $\Omega$ are **independent** if for all $x, y$ in their range

$$\Pr[(X(\omega) = x) \cap (Y(\omega) = y)] = \Pr[X(\omega) = x] \Pr[Y(\omega) = y].$$

If $\{x_i \mid i \in I\}$ denotes the set of values taken by $X$ then the **expectation** of $X$ is defined by

$$E[X] = \sum_{i \in I} x_i \Pr[X = x_i].$$

More generally, for any function $g : \mathbb{R} \to \mathbb{R}$ we have

$$E[g(X)] = \sum_{i \in I} g(x_i) \Pr[X = x_i].$$
The variance of $X$, $\text{var}[X]$, is given by

$$\text{var}[X] = E[X^2] - (E[X])^2.$$ 

It is easy to check that for all $a, b \in \mathbb{R}$ we have

$$E[aX + bY] = aE[X] + bE[Y]$$

and

$$\text{var}[aX + b] = a^2\text{var}[X].$$

When $X, Y$ are independent we also have

$$E[XY] = E[X]E[Y]$$

and

$$\text{var}[X + Y] = \text{var}[X] + \text{var}[Y].$$

Three particular families of random variables occur frequently in the text.

The random variable $X$ is uniformly distributed over a finite set $S$ if for each $s \in S$

$$\Pr[X(\omega) = s] = \frac{1}{|S|}.$$ 

The random variable $X$ has the geometric distribution with parameter $p$, if it takes only values in $\mathbb{N}$ and for any integer $k \in \mathbb{N}$ we have

$$\Pr[X(\omega) = k] = (1 - p)^{k-1}p.$$ 

Thus $X$ is the number of independent trials of an experiment with success probability $p$, up to and including the first success. It is useful to note that when $X$ is geometric with parameter $p$ then

$$E[X] = \frac{1}{p} \quad \text{and} \quad \text{var}[X] = \frac{(1 - p)}{p^2}.$$ 

Thus if an experiment (or algorithm) has success probability $p$ and we repeat it until it is successful (the repetitions being independent) then the expected number of trials is $1/p$.

The random variable $X$ has the binomial distribution with parameters $n$ and $p$, if it takes only integer values $0, 1, \ldots, n$ and for any integer $0 \leq k \leq n$ we have

$$\Pr[X(\omega) = k] = \binom{n}{k} p^k (1 - p)^{n-k}.$$ 

Thus $X$ is the number of successes in $n$ independent trials, each of which has success probability $p$. 
It is useful to note that when $X$ is binomial with parameters $n$, $p$ then

$$E[X] = np \quad \text{and} \quad \text{var}[X] = np(1 - p).$$

The following are two fundamental inequalities.

**Proposition A4.3 (Markov’s Inequality)** If $X$ is a random variable satisfying $X \geq 0$ and $t > 0$ then

$$\Pr[X \geq t] \leq \frac{E[X]}{t}.$$

**Proposition A4.4 (Chebyshev’s Inequality)** If $X$ is a random variable, $E[X^2]$ exists and $t > 0$ then

$$\Pr[|X| \geq t] \leq \frac{E[X^2]}{t^2},$$

or equivalently, if $E[X] = \mu$ then

$$\Pr[|X - \mu| \geq t] \leq \frac{\text{var}[X]}{t^2}.$$

Of course this inequality is only useful when $E[X^2]$ is finite.
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Hints to selected exercises and problems

Chapter 2

Exercises
2.2 Copy the string symbol by symbol, keeping track of which ones have already been copied.
2.3 Leave $x_1$ fixed and copy $x_2$ to its left. Use the symbol ‘2’ as a marker.
2.4 (i) (a) $\iff$ (b). A partition $V = U \cup W$, with no edges in $U$ or $W$ is a 2-colouring. (b) $\iff$ (c). Can you 2-colour an odd length cycle? (ii) Consider 2-colouring each connected component of $G$. Show that if you ever run into problems then $G$ contains an odd length cycle.
2.5 Use a breadth-first search to find a directed path from $v$ to $w$. Start from $v$, find all its neighbours, then find all the neighbours of these neighbours. Continue until you reach $w$ or there are no new neighbours.
2.6 First find an integer $k$ satisfying $2^k b \leq a < 2^{k+1} b$.

Problems
2.2 Check that the two ends of the string agree and delete both symbols. Continue until the string is empty or consists of a single symbol.
2.3 Subtract $a$ from $b$ repeatedly.
2.4 Copy $b$ from the first tape onto the second tape (in time $O(\log b)$). Then perform ordinary multiplication adding the answer up on the third tape.
2.7 Apply Euclid’s algorithm to $a$ and $n$ and then ‘work backwards’.
2.8 Consider an approach using ‘divide and conquer’. Check if $(n/2)^2 \geq n$, if this is true then $\sqrt{n} \in \{0, \ldots, \lfloor n/2 \rfloor\}$ otherwise $\sqrt{n} \in \{\lceil n/2 \rceil, \ldots, n\}$. Repeat this procedure, approximately halving the size of the search space at each stage. Show that this gives a polynomial time algorithm.
2.10 In the first case use $M_n = 4M_{n/2} = 16M_{n/4} \ldots$ to show that $M_n = O(n^2)$. With Karatsuba’s method use $M_n = 3M_{n/2} = 9M_{n/4} \ldots$ to show that $M_n = O(3^{\log n}) = O(n^{\log 3})$.

2.11 Consider the proof of Theorem 2.18.

### Chapter 3

#### Exercises

3.3 First compute the reduction from $A$ to $B$, then use the certificate for $f(x) \in B$.

3.4 If the reductions are $f$ and $g$ then $x \in A \iff f(x) \in B \iff g(f(x)) \in C$. Moreover if $f, g \in \text{FP}$ then $g \circ f \in \text{FP}$.

3.6 Computing $\#\text{SAT}$ allows us to decide SAT.

#### Problems

3.1 There exists a partition of $A$ into sets with equal sums iff there is a subset of $A$ whose sum is equal to half the total sum of $A$.

3.2 You can use the same function for both reductions.

3.3 First check whether $f(x_1, x_2, \ldots, x_n)$ is satisfiable, then check whether $f(1, x_2, \ldots, x_n)$ is satisfiable and continue in this way until a satisfying truth assignment is found.

3.4 Give a reduction from 3-COL and use the fact that 3-COL is NP-complete. (Given a graph $G$ consider adding a new vertex that is joined to all of the other vertices of $G$. When is this new graph 4-colourable?)

3.5 Give a reduction from CLIQUE.

3.6 Show that 3-COL $\leq_m$ 3-COL MAX DEGREE 4. Consider the graph $H$ given in Figure A5.1. It has maximum degree 4 and is 3-colourable. Moreover in any 3-colouring of $H$ the vertices $a, b, c$ all receive the
same colour. Given a general graph \( G \) replace each vertex by a copy of \( H \).

3.9 An algorithm simply checking for the presence of cliques of order 1, 2, \ldots \( n \), could clearly be implemented in polynomial space.

3.10 Show that HAMILTON CYCLE \( \leq_T \) TRAVELLING SALESMAN.

3.11 If you can calculate \( \chi(G) \) then you can decide if \( G \) is 3-colourable.

3.12 Think of solving \( A \) using a subroutine for \( B \) which in turn uses a subroutine for \( C \).

3.13 Any two NP-complete languages are polynomially reducible to each other.

3.14 \( A^c \) is polynomially reducible to \( B \).

\textbf{Chapter 4}

\textbf{Exercises}

4.1 Repeat the ordinary RP algorithm \( p(n) \) times and accept iff it ever accepts. This gives a probabilistic polynomial time algorithm with the desired properties.

4.5 Show that if \( B \in \text{P}/\text{poly} \) and \( A \leq_m B \) then \( A \in \text{P}/\text{poly} \).

4.6 Consider the size of the truth table of any Boolean function \( f(x_1, \ldots, x_n) \).

\textbf{Problems}

4.5 Consider the ‘distance’ \( d(a, b) \) between \( a = (a_1, \ldots, a_n) \) and some fixed satisfying assignment \( b = (b_1, \ldots, b_n) \), that is \( d(a, b) = \# \{ i \mid a_i \neq b_i \} \). This is bounded above by \( n \). Our algorithm performs a random walk in which \( d(a, b) \) changes by \( \pm 1 \) on each iteration.

4.6 Use a ‘majority vote’ machine as in the proof of Proposition 4.14.

4.7 (a) Use the formal definition of the determinant of an \( n \times n \) matrix

\[
\det(A) = \sum_{\sigma \in S_n} \text{sign}(\sigma) a_{1,\sigma(1)} a_{2,\sigma(2)} \cdots a_{n,\sigma(n)}.
\]

(b) Use the fact that NON-ZERO POLY DET \( \in \text{RP} \).

4.10 Consider the proof of Theorem 4.18 and the fact that \( x_1 \oplus \cdots \oplus x_n \) has \( 2^n - 1 \) distinct satisfying truth assignments.

4.11 First note that \( T_2(x_1, x_2) \) can be computed by a single AND gate. Now, for \( n = 2k \) even, first compute \( (x_1 \land x_2), (x_3 \land x_4), \ldots, (x_{n-1} \land x_n) \) and \( (x_1 \lor x_2), (x_3 \lor x_4), \ldots, (x_{n-1} \lor x_n) \). Now write \( a = (x_1, \ldots, x_{n-2}) \) and
use the fact that

\[ T_1(a) = (x_1 \lor x_2) \lor (x_3 \lor x_4) \lor \cdots \lor (x_{n-3} \lor x_{n-2}) \]

and

\[ T_2(x_1, \ldots, x_n) = T_2(a) \lor (x_{n-1} \land x_n) \lor (T_1(a) \land (x_{n-1} \lor x_n)). \]

### Chapter 5

#### Exercises

5.3 Use Theorem 5.8.
5.4 Use Theorem 5.8.

#### Problems

5.1 Consider the distances between occurrences of the character U.
5.7 Consider how you might construct a non-singular \( m \times m \) matrix over \( \mathbb{Z}_2 \), row by row. There are \( 2^m - 1 \) choices for the first row, then \( 2^m - 2 \) choices for the second row. How many choices are there for the next row?
5.10 The outputs of \( A_t, B_t, C_t \) are each equally likely to be 0 or 1.
5.12 (i) Consider decrypting \( C \) once with DES and encrypting \( M \) once with DES. If you use \( K_2 \) to do the former and \( K_1 \) to do the latter then they should give you the same answer. (ii) Use the same idea again.
5.13 Eve can ask for encryptions of a message \( M \) and its complement \( \overline{M} \).

### Chapter 6

#### Exercises

6.2 Assume, for a contradiction, that there is a positive polynomial \( q(\cdot) \) such that the probability of at least one success when \( E \) is repeated \( q(k) \) times is not negligible. Then use Exercise 6.1 to show that the success probability of \( E \) could not have been negligible.

#### Problems

6.2 Use the fact that \( \text{dlog}(p, g, h) \) is easy to compute.
6.3 Mimic the proof of Proposition 6.3.
6.5 Consider performing trial division on the product \( n = ab \), for values \( d = 2, 3, 5, 7, 11 \).
6.6 Recall Proposition 3.16.
6.7 Use a ‘divide and conquer’ algorithm to find the factors of \( n \).
6.8 See the proof of Theorem 6.6 for the basic idea.
Show that if FACTOR $\in$ BPP then the Factoring Assumption cannot hold. Similarly show that if BDLOG $\in$ BPP then the Discrete Logarithm Assumption cannot hold.

Chapter 7

Exercises

7.3 (a) Recall Pratt’s Theorem (Theorem 3.17). (b) Appendix 3, Theorem A3.9 tells us that for any prime $p$ the number of distinct primitive roots mod $p$ is $\phi(p-1)$.

7.4 The primes $p$ and $q$ are ‘close’.

7.5 Use the Chinese Remainder Theorem.

7.8 Find $a_i$ such that $a_i \leq t < a_i + 1$. Now, since the sequence $a_1, \ldots, a_n$ is super-increasing, if there exists a subset $S$ whose sum is equal to $t$ then $a_i \in S$. Replace $t$ by $t - a_i$ and repeat.

Problems

7.2 Prove first that if $m, n$ are coprime then $\phi(mn) = \phi(m)\phi(n)$. Then prove that $\phi(p^k) = p^k - p^{k-1}$.

7.3 Use Euler’s Criterion Appendix 3, Theorem A3.13.

7.4 Given $\phi(n)$ you can find $p$ by solving a quadratic equation.

7.5 Show first that if $p$ and $q$ have the same bit length then $p + q < 3n^{1/2}$ and $\phi(n) > n/2$. We know that $ed - 1 = k\phi(n)$ so if we can find $k$ then we can obtain $\phi(n)$ and hence, by the previous problem, find $p$ and $q$. To find $k$ set $\hat{k} = (ed - 1)/n$, then show that $0 < k - \hat{k} < 6(ed - 1)/n^{3/2}$. Thus $k$ is equal to one of the six values given by $i + \lceil(ed - 1)/n\rceil$, $0 \leq i \leq 5$.

7.8 Show that if $e$ is Bob’s public exponent and $e'$ is the corrupted public exponent, formed from $e$ by flipping a single bit, then $\gcd(e, e') = 1$ and hence the attack described in Proposition 7.14 can be used to recover the message.

7.9 Use the fact that the number of solutions mod $p$ to the equation $x^k = 1 \mod p$ is $\gcd(k, p-1)$, together with the Chinese Remainder Theorem.

7.10 If the two cryptograms are $C_1 = e(M)$ and $C_2 = e(M + 1)$ then consider $(C_2 + 2C_1 - 1)/(C_2 - C_1 + 2)$.

7.11 Consider the case that Alice and Bob’s public keys are coprime first. Use the Chinese Remainder Theorem.

7.12 This is vulnerable to the same attack as the previous problem.

7.14 For any prime $p$ consider

$$Q_p = (2^2 \cdot 3 \cdot 5 \cdots p) - 1,$$

where the product is over all primes less than or equal to $p$. Show that $Q_p$ has a Blum prime factor that is greater than or equal to $p$. 

Appendix 5 Hints to selected exercises and problems

Chapter 8

Exercises

8.4 (b) Take \( N = 2^t, k = n \) and let \( p_i \) denote the probability that a random message \( M \in \{0, 1\}^m \) satisfies \( h(M) = y_i \), where the set of all possible hash values is \( \{0, 1\}^t = \{y_1, y_2, \ldots, y_N\} \).

Problems

8.3 Only quadratic residues mod \( n \) can be signed. To break this scheme use Proposition 7.16.

8.5 Given the global public key \((p, q, g)\) together with Alice’s public key \( y_A = g^{xA} \mod q \), Fred chooses random \( 1 < a, b < q \) and forms \( S_1 = (g^a y_A^b \mod p) \mod q \) and \( S_2 = S_1 b^{-1} \mod q \). You can check that \((S_1, S_2)\) is a valid DSA signature for the message \( M = aS_2 \mod q \).

8.7 If Eve chooses \( M \in_R \{0, 1\}^m \) and computes \( h(M) \) then, since \( t \leq m - 1 \), on average \( h(M) \) will have at least two preimages and so using the polynomial time inverting algorithm Eve finds a different message \( M' \neq M \) such that \( h(M) = h(M') \) with probability at least \( 1/2 \). Hence she expects to find a collision after at most two attempts.

8.8 Note that \( N(h) = \sum_{y \in \mathcal{H}} \binom{x}{2} \) and that \( \sum_{y \in \mathcal{H}} s_y = |\mathcal{M}| \). Finally note that if \( \sum_i x_i \) is fixed then \( \sum_i x_i^2 \) is minimised when the \( x_i \) are all equal.

8.9 Calculate the probability that all the birthdays are different (mimic the proof of Theorem 8.10).

Chapter 9

Problems

9.7 Use Euler’s Criterion (Appendix 3, Theorem A3.13) that \( b^{(p-1)/2} = 1 \mod p \) iff \( b \) is a quadratic residue mod \( p \). Then \( K_{AB} = g^{ab} \) is a quadratic residue mod \( p \) iff either \( y_A \) or \( y_B \) is a quadratic residue mod \( p \).

9.9 Choosing elements of \( a \in_R \mathbb{Z}_p^* \) we expect to find a primitive root after \( O(\ln \ln(p - 1)) \) attempts. Given the factorisation of \( p - 1 \) we can use the algorithm given in the proof of Theorem 3.17 to verify that any given \( a \in \mathbb{Z}_p^* \) is a primitive root in polynomial time.

Chapter 10

Problems

10.1 (a) Show that if \( x \in_R \{0, 1\}^k \) and \( y \in_R \{0, 1\}^{l(k)} \) then
\[
Pr[T(G(x))] = 1] - Pr[T(y) = 1] \geq 1/2.
\]

10.2 Consider pairs of bits in this sequence. Ignore 00 and 11 and consider the probability of 01 and 10.
10.3 Consider the set of states.

10.4 Use Euler’s Criterion together with Appendix 3, Theorem A3.14.

10.5 Since $x^2 = n \mod n$, so $n^{4k+2} = n^{(p-1)/2} \equiv 1 \mod p$. Thus $n^{2k+1} = \pm 1 \mod p$. If $n^{2k+1} = 1 \mod p$ then $x = n^{(p+3)/8} \mod p$ is a solution. If $n^{2k+1} = -1 \mod p$ use Wilson’s Theorem (Appendix 3, Theorem A3.12) that $(p-1)! = -1 \mod p$. Show that $((p-1)/2)!$ is a square root of $-1 \mod p$ and set $x = n^{(p+3)/8((p-1)/2)!} \mod p$.

10.6 Show that any inverting algorithm for $g(x, r) = (f(x), r)$ will also invert $f(x)$, contradicting the fact that $f$ is one-way.

10.7 Show that the pseudorandom generator is itself a one-way function.

Chapter 11

Problems

11.1 (a) This follows directly from the definitions. (b) For $NP \subseteq IP(2, 0)$ note that the prover can simply provide a certificate $y$ which $V$ then checks with his NP polynomial time checking algorithm. Conversely if $L \in IP(2, 0)$ then $V$ uses no random bits so the soundness condition tells us that $V$ never accepts $x \notin L$. Hence $P$ provides certificates which can be checked by $V$ in deterministic polynomial time and so $L \in NP$. (c) Using part (b) $NP \subseteq IP(2, 0) \subseteq IP(poly, \log)$. Conversely if $V$ uses $\log n$ random bits then we can simulate $V$ deterministically since the total number of different random strings of length $\log n$ is $2^{\log n} = n$. Hence we may suppose that $L \in IP(poly, 0)$ so now the soundness conditions tell us that $V$ never accepts $x \notin L$. Taking all the messages of $P$ together now gives a polynomial length certificate, showing that $L \in NP$.

11.3 Only polynomially many messages of polynomial length are exchanged.

11.4 First choose $r_1$ uniformly at random from $1, \ldots, n$ and map $1 \mapsto r_1$.

Now remove $r_1$ from the set and repeat on a set of size $n - 1$.

11.6 (b) implies (a) is trivial. For the converse use the fact that given an interactive proof system with error probability $0 < \epsilon < 1/2$ we can obtain one with error probability $0 < \delta < \epsilon < 1/2$ by using a ‘majority vote’ machine (as in the proof of Proposition 4.14).
Appendix 6
Answers to selected exercises and problems

Chapter 2

Exercises

2.1 The standard algorithms need respectively (i) $O(n)$ integer additions and left shifts (see Algorithm 2.11); (ii) $O(n^3)$ integer multiplications and additions ($O(n)$ for each of the $n^2$ entries); (iii) $O(n^3)$ integer multiplications and additions using Gaussian elimination; (iv) the simplest algorithm requires $O(n^2)$ integer comparisons ($O(n \log n)$ algorithms exist).

2.2 The tape alphabet is $\Sigma_1 = \{0, 1, *\}$ and the set of states is $\Gamma = \{\gamma_0, \gamma_1, \ldots, \gamma_6\}$. The starting state is $\gamma_0$ and the only halting state is $\gamma_6$. The machine halts if it encounters a state/symbol combination for which it does not have a rule.

<table>
<thead>
<tr>
<th>State 1, State 2, State 3</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_0$, 1, 1, $\rightarrow$</td>
<td># leave first one alone</td>
</tr>
<tr>
<td>$\gamma_0$, *, $\gamma_6$, *, $\rightarrow$</td>
<td># blank input – halt</td>
</tr>
<tr>
<td>$\gamma_1$, 1, $\gamma_1$, 0, $\rightarrow$</td>
<td># flip other ones to zeros</td>
</tr>
<tr>
<td>$\gamma_1$, *, $\gamma_2$, *, $\rightarrow$</td>
<td># found end of first string</td>
</tr>
<tr>
<td>$\gamma_2$, 1, $\gamma_2$, 1, $\rightarrow$</td>
<td># move to end of second string</td>
</tr>
<tr>
<td>$\gamma_2$, *, $\gamma_3$, 1, $\leftarrow$</td>
<td># found end of second string append one</td>
</tr>
<tr>
<td>$\gamma_3$, 1, $\gamma_3$, 1, $\leftarrow$</td>
<td># back to beginning of second string</td>
</tr>
<tr>
<td>$\gamma_3$, *, $\gamma_4$, *, $\leftarrow$</td>
<td># found beginning of second string</td>
</tr>
<tr>
<td>$\gamma_4$, 0, $\gamma_5$, 1, $\rightarrow$</td>
<td># found zero – flip it back to a one</td>
</tr>
<tr>
<td>$\gamma_4$, 1, $\gamma_4$, 1, $\leftarrow$</td>
<td># looking for another zero</td>
</tr>
<tr>
<td>$\gamma_4$, *, $\gamma_6$, *, $\rightarrow$</td>
<td># finished</td>
</tr>
<tr>
<td>$\gamma_5$, 1, $\gamma_5$, 1, $\rightarrow$</td>
<td># move to end of first string</td>
</tr>
<tr>
<td>$\gamma_5$, *, $\gamma_2$, *, $\rightarrow$</td>
<td># found end of first string</td>
</tr>
</tbody>
</table>

This machine has time complexity $2n^2 + 2n + 2 = O(n^2)$ for $n \geq 1$.

2.3 The tape alphabet is $\Sigma = \{0, 1, 2, *\}$ and the set of states is $\Gamma = \{\gamma_0, \gamma_1, \ldots, \gamma_6\}$. The starting state is $\gamma_0$ and the only halting state is $\gamma_6$. As always the machine halts if it encounters a state/symbol...
2.6 If $a < b$ output 0. Otherwise set $c \leftarrow 0$ then find $k = \lceil \log a/b \rceil$ (check successive values of $k$ to find the one that satisfies $2^k b \leq a < 2^{k+1} b$). Then set $a \leftarrow a - 2^k b$ and $c \leftarrow c + 2^k$. Now repeat with the new values of $a$ and $c$. Stop once $a < b$ and then output $c$. In one iteration we reduce $a$ by a factor of at least two and we need to check at most $\log a$ possible values to find $k$. Hence this algorithm takes time $O(n^2)$ when $a$ is an $n$-bit integer. Thus div $\in$ FP.

Problems

2.2 The tape alphabet is $\Sigma = \{0, 1, *\}$ and the set of states is $\Gamma = \{\gamma_0, \gamma_1, \ldots, \gamma_5, \gamma_T, \gamma_F\}$, $\gamma_0$ is the start state; $\gamma_T$ is the accept state and $\gamma_F$ is the reject state. If the machine ever encounters a state/symbol combination that it does not have a rule for then it rejects.

...
2.3 The tape alphabet is $\Sigma = \{0, 1, *\}$ and the set of states is

$$\Gamma = \{\gamma_0, \gamma_1, \ldots, \gamma_7, \gamma_T, \gamma_F\}, \gamma_0 \text{ is the start state; } \gamma_T \text{ is the accept state and } \gamma_F \text{ is the reject state. If the machine ever encounters a state/symbol combination for which it does not have a rule then it rejects. The input is } a, b \text{ in unary, with a blank square separating } a \text{ and } b \text{ and the read–write head initially scanning the leftmost one.}

\[(\gamma_0, *, \gamma_1, *, \rightarrow), (\gamma_0, 1, \gamma_0, 1, \rightarrow), (\gamma_1, *, \gamma_T, *, \leftarrow), (\gamma_1, 1, \gamma_2, 1, \leftarrow), (\gamma_1, 0, \gamma_1, 0, \rightarrow), (\gamma_2, *, \gamma_3, *, \leftarrow), (\gamma_2, 1, \gamma_2, 1, \leftarrow), (\gamma_2, 0, \gamma_2, 0, \leftarrow), (\gamma_3, *, \gamma_7, *, \rightarrow), (\gamma_3, 1, \gamma_4, 0, \rightarrow), (\gamma_3, 0, \gamma_3, 0, \leftarrow), (\gamma_4, *, \gamma_5, *, \rightarrow), (\gamma_4, 0/1, \gamma_4, \text{ same, } \rightarrow), (\gamma_5, *, \gamma_T, *, \leftarrow), (\gamma_5, 1, \gamma_5, 0, \leftarrow), (\gamma_5, 0, \gamma_5, 0, \rightarrow), (\gamma_6, *, \gamma_3, *, \leftarrow), (\gamma_6, 0/1, \gamma_6, \text{ same, } \leftarrow), (\gamma_7, *, \gamma_1, *, \rightarrow), (\gamma_7, 0, \gamma_7, 1, \rightarrow), (\gamma_7, 1, \gamma_7, 1, \rightarrow).\]

2.4 The obvious 3-tape DTM for performing multiplication of binary integers will have time complexity $O(n^2)$ when given two $n$-bit integers: for each bit of $b$ that is equal to 1 we need to add a suitably shifted copy of $a$ onto the answer, so for each bit of $b$ the machine takes $O(n)$ steps.

2.5 Take an algorithm for COMPOSITE. This gives an algorithm for PRIME by simply negating its answer.

2.6 Accept $f(x_1, \ldots, x_n)$ iff there is a clause $(C_k)$ such that for no variable $x_i$ both $x_i$ and $\overline{x_i}$ appear in $C_k$.

2.7 Apply Euclid’s algorithm to $a, n$. Once we have found $\text{gcd}(a, n) = 1$ work backwards to find $h, k \in \mathbb{Z}$ such that $ka + kn = 1$. Then $ka = 1 \mod n$ so $k$ is the inverse of $a \mod n$. Since Euclid’s algorithm takes $O(\log n)$ division steps, each of which can be performed in polynomial time, this yields a polynomial time algorithm for calculating the inverse of $a \mod n$. (In fact its running time will be $O(\log^3 n)$.) For $a = 10$ and $n = 27$ we have: $27 = 2 \times 10 + 7$, $10 = 7 + 3$, $7 = 2 \times 3 + 1$. Thus $1 = 7 - 2 \times 3 = 3 \times 7 - 2 \times 10 = 3 \times 27 - 8 \times 10$. Hence the inverse of $10$ mod $27$ is $-8 = 19$ mod $27$.

2.9 (a) At each division step of Euclid’s algorithm we obtain a new Fibonacci number. Starting with $F_n$ we end with $F_2$ thus there are $n - 1$ division steps. (b) Solving the difference equation for $F_n$ gives

$$F_n = \frac{1}{\sqrt{5}} \left( \left( \frac{1 + \sqrt{5}}{2} \right)^{n+1} - \left( \frac{1 - \sqrt{5}}{2} \right)^{n+1} \right).$$
Thus $F_n \leq 2^n$. (c) Given input $a = F_n$ and $b = F_{n-1}$ the number of division steps performed by Euclid’s algorithm is $n - 1$ (from part (a)), moreover since $F_{n-1} < F_n \leq 2^n$ this gives a lower bound on the number of division steps performed when given two $n$-bit integers.

2.11 $|\Gamma^S(n)|\Sigma^S(n)$.

2.12 The machine described in the solution to Problem 2.2 decides $L_{PAL}$ and uses no ink.

Chapter 3

Exercises

3.1 (i) A subset $S \subseteq A$ with sum equal to $t$. (ii) A subset $S \subseteq A$ whose sum is divisible by three. (iii) An isomorphism $\phi : G \to H$. (iv) An ordering of the vertices of $G$ that forms a Hamilton cycle. Of these only (ii) is known to belong to $P$.

3.7 79 has certificate $C(79) = \{3, (2, 1), (3, 1), (13, 1), C(13), C(3)\}$, where $C(13) = \{2, (2, 2), (3, 1), C(3)\}$ and $C(3) = \{2, (2, 1)\}$.

Problems

3.7 It belongs to NP: a certificate is a pair of primes $p, q$ such that $p + q = n$ (together with certificates for the primality of $p$ and $q$). Goldbach conjectured that such $p$ and $q$ exist for all even integers $n$. If this is true then GOLDBACH belongs to $P$.

3.10 Given a graph $G = (V, E)$ with vertex set $\{v_1, v_2, \ldots, v_n\}$, form the following input to TRAVELLING SALESMAN. Take $n$ cities $c_1, \ldots, c_n$, with distances between cities given by

$$d(c_i, c_j) = \begin{cases} 1, & \text{if } \{v_i, v_j\} \in E, \\ n^2, & \text{otherwise}. \end{cases}$$

Our algorithm for HAMILTON CYCLE simply asks an algorithm for TRAVELLING SALESMAN for a shortest tour of these cities. If this tour is of length less than $n^2$ then it corresponds to a HAMILTON CYCLE from the graph $G$, while if it is of length at least $n^2$ then $G$ could not have been Hamiltonian. Thus, since HAMILTON CYCLE is NP-complete, we know that TRAVELLING SALESMAN is NP-hard.

3.15 It is not known whether the containment is strict.

Chapter 4

Exercises

4.2 First it checks that $\gcd(5, 561) = 1$. Then it computes $560 = 2^4 \times 35$. Next it computes $5^{35} = 23 \mod 561$ and then $5^{70} = 529 \mod 561$, $5^{140} = 463 \mod 561$, $5^{280} = 67 \mod 561$. Hence the algorithm outputs ‘composite’. (Which is correct since $561 = 3 \times 187$.)
4.3 Suppose that \( n = p^k \) for some prime \( p \) and \( k \geq 2 \). Use the fact (Appendix 3, Theorem A3.8) that there exists a primitive root \( g \mod p^k \).

Note that \( \gcd(g, n) = 1 \) and so \( g^{n-1} = 1 \mod n \). Since \( g \) is a primitive root \mod \( p^k \) this implies (using Appendix 3, Proposition A3.6) that \( p^{k-1}(p-1) = \phi(p^k)|n - 1 \). Hence \( p|n - 1 \) and \( p|n \), a contradiction.

Problems

4.1 Replacing \( 1/2 \) by \( 1/p(n) \) does not change the class \( RP \).
4.2 (a) Yes. (b) Yes. (c) Not known.
4.3 (a) Yes to all. (b) Yes to all.
4.4 (a) \( \Pr[\text{Output is composite and not a Carmichael number}] \leq 1/2^{200} \), thus \( \Pr[\text{Output is prime or Carmichael}] \geq 1 - 1/2^{200} \). (b) If the algorithm outputs \( n \) then \( n \) is almost certainly a prime or a Carmichael number. Hence we would expect it to try at least \( 2^{511}/(P + C) \) values of \( n \). (c) \( \Pr[n \text{ not prime}] = \Pr[n \text{ composite and not Carmichael}] + \Pr[n \text{ Carmichael}] \leq 1/2^{200} + C/(P + C) \simeq 1/2^{200} + 1/2^{353} \simeq 1/2^{200} \).

Chapter 5

Exercises

5.1 NOTAGOODCHOICEOFKEY.
5.2 01010.
5.3 \( 1 + x^2 + x^5 \).
5.4 (i) 5. (ii) \( 1 + x + x^2 + x^5 \) (in this case the next bit would be 0) or \( 1 + x + x^3 + x^4 + x^5 \) (in this case the next bit would be 1).
5.5 00001000.

Problems

5.1 (i) The keyword length is 4. (ii) The keyword is BILL and the message is TO BE OR NOT TO BE.
5.2 (ii) \( d^2 \).
5.3 \( d(C, (K_1, K_2)) = d_2(d_1(C, K_1), K_2) \).
5.5 \( M_1 \oplus M_2 \).
5.9 (i) 5. (ii) \( 1 + x^2 + x^4 + x^5 \).
5.12 (i) For all \( 2^{56} \) possible keys \( K \) compute \( DES_K(M) \). Similarly compute \( DES^{-1}_K(C) \) for all \( 2^{56} \) possible keys \( K \). Now \( C = DES_{K_1} (DES_{K_1}(M)) \) so we have \( DES_{K_1}(M) = DES_{K_1}^{-1}(C) \). Thus we can find consistent keys \( (K_1, K_2) \) by comparing our two lists for matches. The total number of encryptions and decryptions required was \( 2^{57} \). (ii) Use the same idea, but this time we have \( DES_{K_2} (DES_{K_1}(M)) = DES_{K_3}^{-1}(C) \), so one of our list consists of all \( 2^{112} \) ‘double encryptions’ of \( M \) and the other consists of
all $2^{56}$ decryptions of $C$. Thus the number of encryptions and decryptions performed is $2^{112} + 2^{56} \simeq 2^{112}$.

5.13 First Eve chooses a message $M$ and obtains encryptions of $C_1 = e(M)$ and $C_2 = e(\overline{M})$. She then goes through all $2^{56}$ keys a pair at a time (that is she considers $K$ together with $\overline{K}$). For a key $K$ she computes $E = DES_K(M)$ and checks whether $E = C_1$ or $E = C_2$. If the former holds then $K$ is a possible value for the key, while if the latter holds then $C_2 = DES_K(M) = DES_{\overline{K}}(M)$ so $\overline{K}$ is a possible value for the key.

This attack now requires $2^{55}$ DES encryptions to recover the collection of consistent keys, rather than $2^{56}$, since Eve never needs to encrypt with both a key and its complement.

Chapter 6

Exercises

6.4 $r(k) = 1/2^k$, for $k$ even, $r(k) = 1/k$, for $k$ odd.

Problems

6.1 $r(k) + s(k)$ and $r(k)s(k)$ are also negligible but $r(s(k))$ need not be: if $r(k) = s(k) = 1/2^k$, then $r(s(k)) = 2^{-2^{-k}} \to 1$ as $k \to \infty$.

6.4 No.

6.5 The probability that a random $k$-bit integer is divisible by 2, 3, 5, 7 or 11 is approximately $61/77$. Hence the probability that neither of two independently chosen random $k$-bit integers are divisible by 2, 3, 5, 7, or 11 is at most $(16/77)^2 < 0.05$. Hence with probability at least 0.95 the trial division algorithm finds a factor of $n = ab$. Clearly this is a polynomial time algorithm.

6.10 The probability that a product of two random $k$-bit primes is in fact the product of two Blum $k$-bit primes is $1/4$. Hence an algorithm for factoring products of Blum primes with success probability $r(k)$ would yield an algorithm for factoring products of primes with success probability at least $r(k)/4$. Hence, under the Factoring Assumption, $r(k)$ is negligible.

Chapter 7

Exercises

7.1 $p = 7, q = 11, r = 3, s = 5, u = 8, v = 2, C = 71 \mod 77$.

7.3 (a) The checking algorithm given in Theorem 3.17 is exactly what we require. (b) Assuming the conjecture you expect to choose $O(k^2)$ $k$-bit integers before you find a Sophie Germain prime $q$. Then taking $p = 2q + 1$ we know there are $\phi(p - 1) = \phi(2q) = \phi(q) = q - 1$
primitive roots mod $p$. Thus exactly a half of the elements of $\mathbb{Z}_p^*$ are primitive roots mod $p$. Hence we can find one easily and use the algorithm of part (a) to check (since we have the prime factorisation of $p - 1 = 2q$).

7.4 $p = 7919$ and $q = 7933$. Thus, using Euclid’s algorithm we find $d = 12561115$.

7.6 $21631 = 223 \times 97$.

7.7 $M = \pm 15, \pm 29$ mod 77.

7.9 (a) The probability that $z_k$ is the zero vector given that $z$ contains $t$ ones is $\binom{n-t}{t}/\binom{n}{t}$. (b) $\binom{n}{k}/\binom{n-t}{k} = (450!1024!)/(974!500!) > 2^{53}$.

Problems

7.1 Algorithm $B$ will be faster since Algorithm $A$ will reject integers that will be correctly accepted by Algorithm $B$, while Algorithm $B$ will never reject an integer that is accepted by Algorithm $A$.

7.3 See the proof of Theorem 10.3 for an algorithm.

7.4 Clearly given $p, q$ it is trivial to compute $\phi(n) = (p - 1)(q - 1)$.

Conversely given $n$ and $\phi(n)$ we know that $p$ satisfies $p^2 - p(n + 1 - \phi(n)) + n = 0$. So solving this yields $p$ (and then dividing $n$ by $p$ gives $q$).

7.6 Yes.

7.7 The primes he chooses are almost certain to be very close and hence $n = pq$ is easy to factor.

7.9 $(1 + \gcd(e - 1, p - 1))(1 + \gcd(e - 1, q - 1))$.

7.13 Choose odd $k$-bit integers at random and use the Miller–Rabin primality test. The Prime Number Theorem, together with the result that $\lim_{x \to \infty} \pi_1(x)/\pi_3(x) = 1$, imply that you expect to test $O(k)$ integers before you find a Blum prime.

7.15 $a_n = 2^{n-1}$.

7.16 An enemy simply computes all $\binom{k}{5} + \binom{k}{3} + \binom{k}{2} + \binom{k}{1} + 1 = O(k^5)$ possible messages and corresponding cryptograms in polynomial time. When he intercepts a cryptogram he simply compares it with his list to discover the message. If Elgamal is used instead of RSA there is no obvious way for him to do this, since if the same message is sent twice it will almost certainly be encrypted differently due to the use of randomness in the encryption process.

7.17 Eve knows $C_1 + C_2 = (MH + z_1) + (MH + z_2) = z_1 + z_2$ mod 2. Consider the number of ones in this vector as opposed to the number of ones in a vector obtained by adding two cryptograms of random distinct messages. Using McEliece’s suggested parameters the former will contain at most 100 ones, while the latter will contain 512 ones on average.
Chapter 8
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8.1 $S = 57$.

8.2 $S_1 = 7^3 = 59$ mod $71$ and $3^{-1} = 47$ mod $70$. Hence $S_2 = 48$ mod $70$. Thus her signature is $(59, 48)$.

8.3 $V = y^{S_1} S_1^{S_2} = y^{S_1} g^{M-x S_1} = g^M = W$ mod $p$ and hence accepts a correctly signed message.

Problems

8.1 Signing is exponentiation mod $n$, thus it takes time $O(\log^3 n)$. Verification takes the same amount of time (comparing $M$ to $e(S)$ takes an insignificant amount of time).

8.2 For random $k$, computing $\gcd(k, p-1)$ using Euclid’s algorithm takes time $O(\log^3 p)$. Moreover if $p = 2q + 1$ is a safe prime then Alice expects to try $(p-1)/\phi(p-1) = 2$ values before she succeeds. Signing $S_1$ and $S_2$ then take time $O(\log^3 p)$ since Alice needs to find $k^{-1}$ mod $p-1$ and then perform exponentiation and multiplication mod $p$. Verification involves exponentiation mod $p$ and so also takes time $O(\log^3 p)$.

8.4 $S = (M_1 M_2)^d = M_1^d M_2^d = S_1 S_2$ mod $n$.

8.6 If the message/signatures are $(M_1, (S_1, S_2))$ and $(M_2, (S_1, S_3))$ then $S_2 - S_3 = k^{-1}(M_1 - M_2)$ mod $q$. Eve can find $(M_1 - M_2)^{-1}$ mod $q$ and so find $k^{-1}$ mod $q$ and hence $k$. Then she recovers Alice’s private key as $x_A = (k S_2 - M_1) S_1^{-1}$ mod $q$.

8.11 If $p$ is 160 bits then the birthday attack requires $2^{80}$ messages and corresponding hash values, hence $p$ should be at least this large.

Chapter 9

Exercises

9.1 $x_A = 6$ and $y_B = 8$.

9.3 $(K_B)^{r_A} + (R_B)^a = g^{br_A} + g^{r_A a} = g^{a R_B} + g^{r_A b} = (K_A)^{r_B} + (R_A)^b$ mod $p$.

Problems

9.2 Alice sends $g^a$ to Bob who sends $g^{ab}$ to Carol. She then sends $g^c$ to both Alice and Bob; Bob sends $g^{bc}$ to Alice and Alice sends $g^{ac}$ to Bob. At the end of this process they can all form the common secret key $g^{abc}$ mod $p$.

9.3 (a) The common conference key is $g^{r_0 r_1 + r_1 r_2 + \cdots + r_{l-1} r_0}$ mod $p$.

9.4 If Eve intercepts $g^a, g^b$ mod $p$ then she repeatedly passes algorithm $A$ the input $(p, g, g^a g^z$ mod $p)$, where $1 \leq z \leq p - 1$ is random. With probability $\epsilon$, $g^{a+z}$ mod $p$ lies in the range for which $A$ can solve the
discrete logarithm problem. Hence Eve expects to find \( a \) after \( 1/\epsilon \) iterations. She then forms the common key as \( K = (g^b)^a \mod p \).

9.6 \( y_A^{ab} = g^{ab(p-1)/2} = y_B^{qa} \), so the common key is 1 if either \( a \) or \( b \) is even and \(-1\) otherwise. If \( p = rq + 1 \) then \( K_{AB} = g^{ab(p-1)/r} \) which would take one of \( r \) possible values.

9.10 If Alice and Bob use one-time pads in this scheme then it is hopelessly insecure. Suppose Alice has one-time pad \( K_A \) and Bob has one-time pad \( K_B \) then the three cryptograms are \( M \oplus K_A, M \oplus K_A \oplus K_B \) and \( M \oplus K_B \). So clearly at the end Bob can decrypt and obtain \( M \), however, so can Eve since if she adds the first two cryptograms mod 2 she obtains \( K_B \) and so can recover \( M \) from the third cryptogram.

Chapter 10

Exercises

10.1 (i) No, consider the case \( G_1 = G_2 \). (ii) Yes, if \( \overline{G}_1 \) fails a statistical test \( T \) then \( G_1 \) would fail the test \( \overline{T} \).

10.2 (a) \( P = (1, 0, 1, 1) \). (b) \( C = (P \oplus M, x_4 \mod n) = (1110, 133) \).

Problems

10.4 From the public key \( (p, g, g^x) \) and \( k = g^y \mod p \) we can use Euler’s Criterion to find the least significant bits of \( x \) and \( y \), hence we know whether or not \( g^{xy} \) is a quadratic residue mod \( p \). Finally we can use Euler’s Criterion again, together with Appendix 3, Theorem A3.14, to compute \( Q(M) \) from \( d = Mg^{xy} \mod p \).

10.10 (a) Bob can decrypt in polynomial time by testing whether \( C_i \) is a quadratic residue mod \( p \) and mod \( q \) using Euler’s Criterion. Then he knows that \( M_i = 0 \) iff \( C_i^{(p-1)/2} = 1 \mod p \) and \( C_i^{(q-1)/2} \mod q \). (b) \( M = 01 \). (c) Given \( p \) and \( q \) Eve can decrypt using Bob’s algorithm. (d) That deciding whether or not \( a \in \mathbb{Z}_n^* \) is a quadratic residue mod \( n \) is intractable, when \( n = pq \) is the product of two random \( k \)-bit primes.

Chapter 11

Exercises

11.1 By contradiction. If \( xy = b^2 \mod n \) and \( x = a^2 \mod n \) then \( y = (ba^{-1})^2 \mod n \).

11.4 Step (3) in the protocol is changed so that if \( i = 0 \) then \( P \) sends \( V \) a list of vertices forming a clique of the correct order and decommits to those bits of the hidden matrix corresponding to the edges in this clique. Similarly in step (4) if \( i = 0 \) then \( V \) checks that \( P \) correctly decommitted to a clique of the correct order.
11.6 Both Victor and Peggy’s computations (in a single round) can be performed in time $O(k^2)$. For the probability of Victor being fooled to be at most $\alpha$ we require $t$ rounds, where $t = \lceil \log 1/\alpha \rceil$. Hence the identification procedure will take time $O(k^2 \log 1/\alpha)$.

**Problems**

11.7 (a) Not unless finding an isomorphism between two isomorphic graphs can be done in polynomial time and this is not known. (b) Given an isomorphism, $G_2 = \tau(G_1)$, $P$ can now perform step (3) in polynomial time since either $i = 1$ and she sends $\sigma = \pi$ to $V$ or $i = 2$ and she sends $\sigma = \pi \circ \tau^{-1}$ to $V$. 
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